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UNIFIED ANALYSIS OF FINITE VOLUME METHODS FOR SECOND ORDER ELLIPTIC PROBLEMS*
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Abstract. We establish a general framework for analyzing the class of finite volume methods which employ continuous or totally discontinuous trial functions and piecewise constant test functions. Under the framework, optimal order convergence in the $H^1$ and $L^2$ norms can be obtained in a natural and systematic way for classical finite volume methods and new finite volume methods such as discontinuous finite volume methods applied to second order elliptic problems.
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1. Introduction. Due to the local conservation property and other attractive properties such as robustness with unstructured meshes, the finite volume method is widely used in computational fluid dynamics. Numerical analysis of a finite volume method is more difficult than that of a finite element method, since in general a finite volume method uses two different function spaces: one for the trial space and one for the test space. For example, obtaining the optimal $L^2$ error estimates is a common practice for finite element methods. They are very difficult to obtain for the finite volume methods. Because of this reason, the optimal $L^2$ estimates have not been derived for the finite volume methods proposed in [8, 9, 10, 13, 25]. The main motivation of this paper is to propose a general framework under which we can systematically give a thorough analysis for finite volume methods to second order elliptic problems and obtain the optimal error estimates in energy norm and $L^2$ norm.

In recent years, there have appeared different approaches in the convergence and stability analysis of the finite volume method; see, for example, [2, 5, 6, 12, 13, 16, 15, 17, 18, 22], among others. Motivated by the popularity of discontinuous Galerkin methods, Ye [25] proposed a finite volume method with a totally discontinuous trial function space for elliptic problems. Our general framework covers the finite volume methods (continuous or discontinuous) developed in all of the papers mentioned above in a unified way, and previously hard-to-obtain optimal $L^2$ estimates [8, 10, 9, 13, 25] can now be derived naturally.

For simplicity in this paper we will treat only finite volume methods applied to the self-adjoint elliptic equations. To illustrate the idea, we consider the model problem

$$ Lu := - \nabla \cdot A \nabla u = f \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega, $$

where $\Omega \subset \mathbb{R}^2$ is a bounded polygonal domain and $A$ is in either $W^{1,\infty}$ or $W^{2,\infty}$. A typical finite volume method uses piecewise constant functions as test functions, and,
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to keep the same dimension for the spaces of the trial functions and test functions, two different partitions of the domain $\Omega$ are needed: one called the primal partition is associated with the trial space, and one called the dual partition is associated with the test space. For example, in Figure 1, on the left the primal partition is made up of the standard triangular finite elements, and the dual partition is the usual barycentric subdivision consisting of polygons around $P_i$'s obtained by connecting midpoints $M_i$'s of edges and barycenters $Q_i$'s of the triangles. Thus $M_1Q_1M_2Q_2M_3Q_3M_4Q_4M_5Q_5M_6Q_6$ is a typical dual volume around $P_6$. On the other hand, in the right figure of Figure 1 we use triangles in the primal partition, and for each midpoint of an edge in the triangles we define a quadrilateral element that serves as an element in the dual partition. So, for example, in Figure 1 the quadrilateral $EB_1CB_2$ around midpoint $P$ ($B_i$ barycenters of triangles) is in the dual partition.

Figure 2 shows two more possible configurations of primal (solid lines) and dual (dashed lines) partitions. In particular, the partitions in the right figure will be used for the discontinuous finite volume method in section 3.3. Here we use standard triangular elements in the primal partition, and each triangular element then generates three dual triangular volumes ($AB_1D$ and two others) by connecting its barycenter and vertices.

Denote by $T_h$ the primal triangulation of $\Omega$, by $T_h^*$ the dual partition of $T_h$, and by $P_l(T)$ the space of all polynomials on $T$ whose degree is at most $l$. The finite dimensional trial space $V_h$ associated with $T_h$ is a subspace of piecewise linears, i.e.,

$$V_h \subset \{ v \in V : v|_T \in P_l(T) \forall T \in T_h \},$$

where $V$ is either $H^1_0(\Omega)$ or $L^2(\Omega)$ (standard Sobolev spaces notation will be adopted throughout the paper). Examples of such space are continuous $P_1$ conforming space, the Crouzeix–Raviart $P_1$ nonconforming space [14] (continuous at midpoints), and totally discontinuous $P_1$ space to be used in conjunction with the discontinuous finite volume method in section 3.3. The test function space $Q_h$ associated with the dual partition $T_h^*$ is

$$Q_h = \{ q \in L^2(\Omega) : q|_K \in P_0(K) \forall K \in T_h^* \}.$$
Fig. 2. Primal and dual grids. Left figure: Nonconforming finite volume method. Right figure: Discontinuous finite volume method.

We mention in passing that classical finite volume methods adopt piecewise $P_0$ shape functions, and their applications abound. The present (and newer) finite volume methods using piecewise $P_1$ shape functions also find many practical applications in heat transfer and fluid flow problems [7, 21] and the references therein. These methods are also natural when combined with the multilevel adaptive methods [19, 20].

Due to the efforts of several authors [6, 12, 15, 17], especially [6, 15, 17], it is now recognized that, for finite volume methods applied to second order elliptic problems on polygonal domains, it is to be expected that, for the exact solution $u$ and approximate solution $u_h$, the best form of the $L^2$ estimates is

$$||u - u_h|| \leq Ch^2(||u||_2 + ||f||_1).$$

(We use $|| \cdot ||_p$ for the standard Sobolev $H^p$ norm and drop the subindex for the $L^2$ norm.) One notes that this is not the same as assuming $u$ in $H^3(\Omega)$. For example, the solution of the boundary value problem $\Delta u = 1$ on the unit square and $u = 0$ on the boundary belongs to $H^2(\Omega)$ but not to $H^3(\Omega)$. While it is easy and natural to deduce the above error estimates under our present framework, it should be pointed out that there are other ways to view finite volume methods, depending on how one views what the distinctive traits of a finite volume method are. For example, one may consider the so-called mixed finite volume method in which the flux can be recovered by a simple formula [11]. On the other hand, in other finite volume methods the flux itself plays an important role in the derivation of the method. For instance, in [16], finite volume methods are based on considering averages of solutions on the control volumes which coincide with the supports of the test functions in the present paper. The stiffness matrix is calculated from a difference approximation of the fluxes between two neighboring elements. Compactness methods are used to prove the convergence. While this approach can be generalized consistently to convection-diffusion and hyperbolic problems, it shows considerable difficulties when error estimates are to be obtained. Our approach focuses on a narrower elliptic problem class and explores its natural relation to the Galerkin finite element method. Consequently, optimal order error estimates are easier to obtain.
The organization of the paper is as follows. In section 2 we present our general finite volume framework and its stability and convergent analysis. Under this framework, in section 3 we systematically derive for the new as well as the old finite volume methods the optimal $H^1$ estimates of the usual form and optimal $L^2$ estimates of the above form.

Let $e$ be an interior edge common to elements $T_1$ and $T_2$ in $T_h$, and let $n_1$ and $n_2$ be the unit normal vectors on $e$ exterior to $K_1$ and $K_2$, respectively. For a scalar $q$ and a vector $w$ we define their average $\{\cdot\}$ on $e$ and jump $[\cdot]$ across $e$, respectively, as

$$
\{q\} = \frac{1}{2}(q|_{\partial T_1} + q|_{\partial T_2}), \quad [q] = q|_{\partial T_1} n_1 + q|_{\partial T_2} n_2,
$$

$$
\{w\} = \frac{1}{2}(w|_{\partial T_1} + w|_{\partial T_2}), \quad [w] = w|_{\partial T_1} \cdot n_1 + w|_{\partial T_2} \cdot n_2.
$$

Note that the jump of a vector is a scalar, whereas the jump of a scalar is a vector. If $e$ is an edge on the boundary of $\Omega$, we define

$$
\{q\} = q, \quad [w] = w \cdot n.
$$

The quantities $[q]$ and $\{w\}$ on boundary edges are defined analogously. Let $E_h$ denote the union of the boundaries of the triangles $T$ of $T_h$ and $E^0_h := E_h \setminus \partial \Omega$ the collection of all interior edges.

Following [8, 12], we assume the existence of a transfer operator $\gamma$ from $V(h) := V_h + H^2(\Omega) \cap H^1_0(\Omega)$ to the test space $Q_h$. In particular, $\gamma$ connects the trial space $V_h$ with the test space $Q_h$. Throughout the paper, the operator $\gamma$ is required to satisfy the following sets of assumptions.

**Assumption 1.** Quadraturelike and restriction assumptions for $\gamma$:

\begin{align*}
\int_T (v - \gamma v) dx &= 0 \quad \forall v \in V_h, \ \forall T \in T_h, \quad (1.4) \\
\int_e (v - \gamma v) ds &= 0 \quad \forall v \in H^2(T_h), \ \forall e \in \partial T, \ \forall T \in T_h, \quad (1.5) \\
\text{if} \ [v] = 0, \ \text{then} \ [\gamma v] &= 0, \quad (1.6)
\end{align*}

where $H^2(T_h) := \{v \in L^2(\Omega) : v|_T \in H^2(T) \quad \forall T \in T_h\}$.

Equations (1.4)–(1.5) have been observed in [12, 13] and perhaps can be viewed as a type of quadrature condition. Equation (1.6) is our new observation in this paper regarding the jump.

**Assumption 2.** Approximation property of $\gamma$:

$$
||| \gamma w - w |||_{0,T} \leq Ch_T |w|_{1,T} \quad \forall T \in T_h.
$$

Then the solution of (1.1) necessarily satisfies

\begin{align*}
Lu &= -\nabla \cdot A \nabla u = f \quad \text{on} \ K \quad \forall K \in T_h^*, \quad (1.8) \\
[\gamma u]_e &= 0 \quad \forall e \in E_h, \quad (1.9) \\
[A \nabla u]_e &= 0 \quad \forall e \in E^0_h. \quad (1.10)
\end{align*}

2. **Finite volume formulation.** In this section, we will derive a general formulation for finite volume methods. The formulation is based on enforcing (1.8)–(1.10) by testing with “element” test functions for (1.8) and “edge” test functions for (1.9)
and (1.10). To this end, we further assume the existence of two linear operators $B_1 : V(h) \rightarrow L^2(\mathcal{E}_h^0)$ and $B_2 : V(h) \rightarrow L^2(\mathcal{E}_h^0)$ (they will be defined shortly). Testing (1.8), (1.9), and (1.10) by $\gamma v, B_1 v, \text{ and } B_2 v$, respectively, and adding them up, we obtain the "global" equation

\[(2.1) \quad (Lu, \gamma v)_{T_r}^* + ([\gamma u], B_1 v)_{\mathcal{E}_h} + ([\mathcal{A}\nabla u], B_2 v)_{\mathcal{E}_h} = (f, \gamma v),\]

where each inner product obviously means the sum of its local inner products. A remark is in order here. Interpreting PDEs and jump conditions such as (1.8)–(1.10) as residual equations and testing them with test functions of different levels is, of course, quite common in finite element and finite volume methods. However, the fact that summing them up as equal weight relations can lead to fruitful analysis is more recent. In fact, using this technique Brezzi et al. [4] have demonstrated stabilization mechanisms in discontinuous Galerkin methods in a unified way.

Integrating (2.1) by parts and using the fact that $\gamma v$ is constant on $K$, we have

\[
(Lu, \gamma v)_{T_r}^* = - \sum_{K \in \mathcal{T}_h} \int_K \nabla \cdot \mathcal{A}\nabla u \gamma v dx
\]

\[
= - \sum_{K \in \mathcal{T}_h} \int_{\partial K} \mathcal{A}\nabla u \cdot n \gamma v ds
\]

\[
= \left( - \sum_{K \in \mathcal{T}_h} \int_{\partial K} \mathcal{A}\nabla u \cdot n \gamma v ds + \sum_{T \in \mathcal{T}_h} \int_{\partial T} \mathcal{A}\nabla u \cdot n \gamma v ds \right)
\]

\[
- \sum_{T \in \mathcal{T}_h} \int_{\partial T} \mathcal{A}\nabla u \cdot n \gamma v ds,
\]

where we have added and subtracted the last term to bring in the effect of primal triangulation.

Define the bilinear form $a : V(h) \times V(h) \rightarrow R$

\[
a(u, v) := - \sum_{K \in \mathcal{T}_h} \int_{\partial K} \mathcal{A}\nabla u \cdot n \gamma v ds + \sum_{T \in \mathcal{T}_h} \int_{\partial T} \mathcal{A}\nabla u \cdot n \gamma v ds.
\]

Recall the following easily derived identity (or see [1]): For all $q \in \prod_{T \in \mathcal{T}_h} L^2(\partial T)$ and for all $v \in [\prod_{T \in \mathcal{T}_h} L^2(\partial T)]^2$,

\[(2.2) \quad \sum_{T \in \mathcal{T}_h} \int_{\partial T} q v \cdot n ds = \int_{\mathcal{E}_h} [q] \{v\} ds + \int_{\mathcal{E}_h^0} \{q\}[v] ds.
\]

In particular,

\[(2.3) \quad \sum_{T \in \mathcal{T}_h} \int_{\partial T} \mathcal{A}\nabla u \cdot n \gamma v ds = \sum_{e \in \mathcal{E}_h} \int_e [\gamma v] \cdot \{\mathcal{A}\nabla u\} ds + \sum_{e \in \mathcal{E}_h^0} \int_e \{\gamma v\}[\mathcal{A}\nabla u] ds,
\]

and hence (2.1) becomes

\[
a(u, v) - ([\mathcal{A}\nabla u], \{\gamma v\})_{\mathcal{E}_h} - ([\mathcal{A}\nabla u], [\gamma v])_{\mathcal{E}_h}
\]

\[
+ ([\gamma u], B_1 v)_{\mathcal{E}_h} + ([\mathcal{A}\nabla u], B_2 v)_{\mathcal{E}_h} = (f, \gamma v).
\]
The choice of $B^v = \{\gamma v\}$ leads to
\[ a(u, v) - (\{A\nabla u\}, [\gamma v])_{\mathcal{E}_h} + ([\gamma u], B^v)_{\mathcal{E}_h} = (f, \gamma v). \]

Furthermore, if we take the common pick of $B^v = \alpha h^{-1}[\gamma v] + \delta\{A\nabla v\}$, where $\alpha$ is a positive number and $\delta = 1, -1$, the above equation becomes
\[ a(u, v) - (\{A\nabla u\}, [\gamma v])_{\mathcal{E}_h} + \delta([\gamma u], \{A\nabla v\})_{\mathcal{E}_h} + \alpha h^{-1}(\{\gamma u\}, [\gamma v])_{\mathcal{E}_h} = (f, \gamma v). \]

For simplicity, we will fix our choices and take $B^v = \alpha h^{-1}[\gamma v] + \delta\{A\nabla v\}$ and $B^v = \{\gamma v\}$ in the remaining part of the paper. However, our analysis carries through for other choices in [4] as well.

Let
\[ (\mathbf{2.4}) A(u, v) := a(u, v) - (\{A\nabla u\}, [\gamma v])_{\mathcal{E}_h} + \delta([\gamma u], \{A\nabla v\})_{\mathcal{E}_h} + \alpha h^{-1}(\{\gamma u\}, [\gamma v])_{\mathcal{E}_h}, \]
and consider the following class of finite volume methods: Find $u_h \in V_h$
\[ (\mathbf{2.5}) A(u_h, v) = (f, \gamma v) \quad \forall v \in V_h. \]

The formulation (2.5) is consistent; i.e., the true solution $u$ satisfies
\[ (\mathbf{2.6}) A(u, v) = (f, \gamma v) \quad \forall v \in V_h. \]

Subtracting (2.5) from (2.6) gives
\[ (\mathbf{2.7}) A(u - u_h, v) = 0 \quad \forall v \in V_h. \]

We define a norm $\| \cdot \|$ on $V(h)$ as
\[ \|v\|^2 = |v|^2_{1,h} + \sum_{e \in \mathcal{E}_h} [\gamma v]^2_e + \sum_{T \in \mathcal{T}_h} h_T^2 |v|^2_{T}. \]

We assume the bilinear for $A(\cdot, \cdot)$ is bounded and coercive:

Assumption 3.

\[ (\mathbf{2.8}) |A(v, w)| \leq C_1 \|v\| \|w\| \quad \forall v, w \in V(h) \times V(h), \]
\[ (\mathbf{2.9}) A(v, v) \geq C_2 \|v\|^2 \quad \forall v \in V_h. \]

Then we have the following theorem that is the counterpart of Cea’s lemma [3] in the finite element theory.

**Theorem 2.1.** Let $u$ and $u_h$ be the solutions of (1.1) and (2.5). Then
\[ \|u - u_h\| \leq C \inf_{v \in V_h} \|u - v\|. \]

**Proof.** From (2.9) and (2.7), we have that for any $v \in V_h$
\[ C_1 \|u_h - v\|^2 \leq A(u_h - v, u_h - v) = A(u - v, u_h - v) \leq C_2 \|u - v\| \|u_h - v\|. \]

Hence by the triangle inequality we have
\[ \|u - u_h\| \leq C \inf_{v \in V_h} \|u - v\|. \]

This completes the proof. \(\square\)
To obtain the $L^2$ error estimate for our general finite volume formulation (2.5), we assume that the bilinear form $a(v, w)$ satisfies the following equations.

Assumption 4. For any $v, w \in V(h)$,

$$a(v, w) = (A \nabla_h v, \nabla_h w) + \sum_{T \in T_h} \int_{\partial T} A \nabla v \cdot n (\gamma w - w) ds$$

(2.10)

$$+ \sum_{T \in T_h} (\nabla \cdot A \nabla v, w - \gamma w)_T.$$

For this reason, we shall take $\delta = -1$ in the following analysis.

Theorem 2.2. Let $u \in H^2(\Omega) \cap H^1_0(\Omega)$ and $u_h \in V_h$ be the solutions of (1.1) and (2.5) with $\delta = -1$, respectively. Assume that $A \in W^{2, \infty}(\Omega)$ and that (1.4), (1.5), (1.7), and (2.10) hold. Then

$$\|u - u_h\| \leq C h (\|u - u_h\| + h \|f\|_1).$$

Proof. Let $w \in H^1_0(\Omega) \cap H^2(\Omega)$ be the solution of the dual problem

(2.11) $-\nabla \cdot A \nabla w = u - u_h \text{ in } \Omega,$

(2.12) $w = 0 \text{ on } \partial \Omega,$

so that the following estimate holds:

(2.13) $\|w\|_2 \leq C \|u - u_h\|.$

Let $w_I \in V_h$ be the usual continuous piecewise linear Lagrange interpolant of $w$, so that

(2.14) $\|w - w_I\| \leq C h |w|_2.$

From (2.11) we deduce that

$$\|u - u_h\|^2 = -(u - u_h, \nabla \cdot A \nabla w)$$

$$= (A \nabla_h (u - u_h), \nabla_h w) - \sum_{T \in T_h} \int_{\partial T} A \nabla w \cdot n (u - u_h) ds$$

(2.15)

$$= (A \nabla_h (u - u_h), \nabla_h w) - \sum_{e \in E_h} (\{A \nabla w\}, [u - u_h])_e,$$

where we have used (2.3) and the fact that $[A \nabla w]_e = 0$ on all interior edges $e$.

On the one hand, (2.10) implies

$$a(u - u_h, w_I) = (A \nabla_h (u - u_h), \nabla_h w_I) + \sum_{T \in T_h} (A \nabla (u - u_h) \cdot n, \gamma w_I - w_I)_{\partial T}$$

(2.16)

$$+ \sum_{T \in T_h} (\nabla \cdot A \nabla (u - u_h), w_I - \gamma w_I)_T,$$

and, on the other hand, it follows from (2.7) that

(2.17) $a(u - u_h, w_I) = \sum_{e \in E_h} (\{A \nabla w_I\}, [\gamma (u - u_h)])_e.$
Thus, subtracting (2.16) from the sum of (2.15) and (2.17), we have
\[
\begin{align*}
\|u - u_h\|^2 &= (\nabla_h(u - u_h), \nabla_h(w - w_I)) - \sum_{T \in T_h} (\nabla \cdot A \nabla(u - u_h), w_I - \gamma w_I)\mathbf{T} \\
&+ \left( \sum_{e \in E_h} ([\nabla w_I], [\gamma(u - u_h)])_e - \sum_{e \in E_h} ([\nabla w], [u - u_h])_e \right) \\
&- \sum_{T \in T_h} (\nabla(u - u_h) \cdot \mathbf{n}, \gamma w_I - w_I)\mathbf{s}_T \\
&:= I_1 + I_2 + I_3 + I_4.
\end{align*}
\]
(2.18)

The four \( I \) terms can be estimated as follows. Using (2.14) and (2.13), we have
\[
I_1 = (\nabla_h(u - u_h), \nabla(w - w_I)) \leq C\|u - u_h\|\|w - w_I\|_1 \\
\leq Ch\|u - u_h\|\|u - u_h\|.
\]
As for the \( I_2 \) term, first it follows from (1.1), (1.4), (1.7), and (2.13) that
\[
\sum_{T \in T_h} (\nabla \cdot A \nabla u, w_I - \gamma w_I)\mathbf{T} = \sum_{T \in T_h} (\tilde{f} - f, w_I - \gamma w_I)\mathbf{T} \\
\leq Ch\|f\|\|u - u_h\|,
\]
where \( \tilde{f} \) is the average of \( f \) over each element. Next,
\[
\sum_{T \in T_h} (\nabla \cdot A \nabla u_h, w_I - \gamma w_I)\mathbf{T} = \sum_{T \in T_h} (\nabla \cdot A \nabla u_h - \nabla \cdot A \nabla u_h, w_I - \gamma w_I)\mathbf{T} \\
\leq Ch\|\mathbf{A}\|_{2,\infty}\|u_h|_{1,h}\|u - u_h\| \\
\leq Ch\|\mathbf{A}\|_{2,\infty}(\|u - u_h\| + \|f\|)\|u - u_h\|,
\]
(2.19)

where \( \nabla \cdot A \nabla u_h \) is the average of \( \nabla \cdot A \nabla u_h \) over each element \( T \).

For the \( I_3 \) term, using (1.5) and (2.13), we have
\[
\begin{align*}
\sum_{e \in E_h} ([\nabla w_I], [\gamma(u - u_h)])_e - \sum_{e \in E_h} ([\nabla w], [u - u_h])_e &= \\
= \sum_{e \in E_h} ([\nabla w_I], [\gamma(u - u_h)])_e - \sum_{e \in E_h} ([\nabla w], [\gamma(u - u_h)])_e \\
&+ \sum_{e \in E_h} ([\nabla w], [\gamma(u - u_h)])_e - \sum_{e \in E_h} ([\nabla w], [(u - u_h)])_e \\
&= \sum_{e \in E_h} ([\nabla w_I - w], [\gamma(u - u_h)])_e \\
&- \sum_{e \in E_h} ([\nabla w - A \nabla w], [(u - u_h) - \gamma(u - u_h)])_e \\
&:= J_1 + J_2 \\
&\leq Ch\|u - u_h\|\|u - u_h\|,
\end{align*}
\]
where \( A \nabla w \) is the average of \( A \nabla w \) over each edge and the \( J \) terms are estimated as follows. In fact, the \( J_i \) terms can be estimated using the following easily derived trace inequality [12]: For \( \phi \in H^1(T) \) and for an edge \( e \) of \( T \) with \( h_e \) the length of \( e \),
\[
\|\phi\|_e^2 \leq C(h_e^{-1}|\phi|_{0,T}^2 + h_e|\phi|_{1,T}^2),
\]
(2.20)
where $C$ depends on the shape parameter of $T$ such as the minimal angle of $T$ in the triangular case. For instance,

$$J_1 = \sum_{e \in \mathcal{E}_h} \langle (A \nabla (w_I - w)), \gamma(u - u_h) \rangle_e$$

$$\leq \sum_{e \in \mathcal{E}_h} |\langle A \nabla (w_I - w) \rangle|_{0,e} \|\gamma(u - u_h)\|_{0,e}$$

$$= \sum_{e \in \mathcal{E}_h} |\langle A \nabla (w_I - w) \rangle|_{0,e} h_e^{1/2} \|\gamma(u - u_h)\|_e$$

$$\leq \sum_{e \in \mathcal{E}_h} h_e^{1/2} \left(h_e^{-1/2} |\langle A \nabla (w_I - w) \rangle|_T + h_e^{1/2} |\langle A \nabla (w_I - w) \rangle|_{1,T} \right) \|\gamma(u - u_h)\|_e$$

$$\leq C h \|A\|_{0,\infty} \|u - u_h\| \|u - u_h\|,$$

where we have used (2.20) in the last inequality. The term $J_2$ can be handled similarly.

For the $I_4$ term first observe that, for any matrix-valued function $M$ such that $M$ is constant on each $e \in \mathcal{E}_h$,

$$\sum_{T \in \mathcal{T}_h} \int_{\partial T} M \nabla (u - u_h) \cdot n (\gamma w_I - w_I) ds = \sum_{T \in \mathcal{T}_h} \int_{\partial T} M \nabla u \cdot n (\gamma w_I - w_I) ds$$

$$- \sum_{T \in \mathcal{T}_h} \int_{\partial T} M \nabla u_h \cdot n (\gamma w_I - w_I) ds$$

$$= I_1 + I_2 = 0,$$

where $I_1 = 0$ due to $[M \nabla u] = 0$, and $[w_I - \gamma w_I] = 0$ and $I_2 = 0$ due to the fact that $M \nabla u_h \cdot n$ is a constant on $e$ and (1.5). Now define $M$ so that on each $e \in \mathcal{E}_h$, $M = A(m)$, the value of $A$ at the midpoint:

$$|I_4| = \left| \sum_{T \in \mathcal{T}_h} ((A - M)\nabla (u - u_h) \cdot n, \gamma w_I - w_I)_{\partial T} \right|$$

$$\leq C h \|A\|_{0,\infty} \sum_{T \in \mathcal{T}_h} (\|\nabla (u - u_h) \cdot n\|, |\gamma w_I - w_I|)_{\partial T}$$

$$\leq C h \|A\|_{0,\infty} \|u - u_h\| \|u - u_h\|_0,$$

where the last inequality was obtained via the trace inequality (2.20) as before.

Combining the above four estimates with (2.18), we obtain

$$\|u - u_h\| \leq C h (\|u - u_h\| + h \|f\|_1).$$

This completes the proof. \qed

The counterexamples in [15, 17] show that the assumption of $f \in H^1(\Omega)$ is necessary for finite volume methods.

3. Applications to finite volume and discontinuous finite volume methods. In this section, we will illustrate how our general theory can be applied to analyze different finite volume schemes.
3.1. Finite volume method with conforming trial functions. The finite volume discussed in this subsection is the classical finite volume method. For a given regular subdivision $T_h$ of triangles, its dual partition $T_h^*$ is the union of the convex hulls. These convex hulls in $T_h^*$ are obtained by connecting the barycenters of the triangles and the midpoints of the edges of the triangles in $T_h$ as shown in Figure 1.

The trial function space associated with $T_h$ for the traditional finite volume method is defined as

$$V_h = \{v \in H^1_0(\Omega) : v|_T \in P_1(T) \forall T \in T^h\},$$

with $V = H^1_0(\Omega)$ in (1.2). The test function space is defined as in (1.3).

Let $\mathcal{N}$ be a set containing all of the interior nodal points associated with the partition $T^h$. The operator $\gamma : V(h) \to Q_h$ is defined by

$$\gamma v(x) = \sum_{P \in \mathcal{N}} v(P) \chi_P(x) \quad \forall x \in \Omega,$$

where $\chi_P$ is the characteristic function of the dual element $K^*_p$ associated with the node $P$. It can be easily verified that $\gamma$ defined in (3.1) satisfies (1.4)–(1.7).

The traditional conforming finite volume method is to find $u_h \in V_h$ such that for any $v \in V_h$

$$a(u_h, v) = (f, \gamma v).$$

The bilinear form $A(v, w)$ in (2.5) reduces to $a(v, w)$ and

$$a(u, v) = -\sum_{K \in T^h} \int_{\partial K} A \nabla u \cdot n \gamma w ds.$$

Lemma 3.1. For any $v, w \in V(h)$,

$$a(v, w) = (A \nabla v, \nabla w) + \sum_{T \in T_h} \int_{\partial T} A \nabla v \cdot n(\gamma w - w) ds$$

$$+ \sum_{T \in T_h} \int_{\partial T} \nabla \cdot A \nabla v, w - \gamma w)|_T.$$

Proof. Equation (3.3) appeared in [12, 15, 24], and for completeness we include a short proof here. For ease of proof, a typical primal triangle in Figure 1 is isolated and indexed as in Figure 3. For $j = 1, 2, 3$, let $\Box_j$ denote the quadrilaterals formed by the four corner nodes $Q, M_j, P_{j+1}, M_{j+1}$ as shown in Figure 3; when out of bound we use $M_4 = M_1$ and $P_4 = P_1$. Using the divergence theorem on each quadrilateral,
we have

\[ a(v, w) = - \sum_{T \in T_h} \sum_{j=1}^3 \int_{M_{j+1} \cup M_j} \mathbf{A} \nabla v \cdot \mathbf{n} \gamma w ds \]

\[ = \sum_{T \in T_h} \sum_{j=1}^3 \int_{M_{j+1} \cup M_j} \mathbf{A} \nabla v \cdot \mathbf{n} \gamma w ds - \sum_{T \in T_h} \sum_{i=1}^3 (\nabla \cdot \mathbf{A} \nabla v, \gamma w) \]

\[ = \sum_{T \in T_h} \sum_{j=1}^3 \int_{M_{j+1} \cup M_j} \mathbf{A} \nabla v \cdot \mathbf{n}(\gamma w - w) ds + \sum_{T \in T_h} \int_{\partial T} w \mathbf{A} \nabla v \cdot \mathbf{n} ds \]

\[ - \sum_{T \in T_h} \sum_{i=1}^3 (\nabla \cdot \mathbf{A} \nabla v, \gamma w) \]

\[ = \sum_{T \in T_h} \int_{\partial T} \mathbf{A} \nabla v \cdot \mathbf{n}(\gamma w - w) ds + \sum_{T \in T_h} (\mathbf{A} \nabla v, \nabla w)_T + \sum_{T \in T_h} (\nabla \cdot \mathbf{A} \nabla v, w)_T \]

\[ - \sum_{T \in T_h} \sum_{i=1}^3 (\nabla \cdot \mathbf{A} \nabla v, \gamma w) \]

\[ = (\mathbf{A} \nabla v, \nabla w) + \sum_{T \in T_h} \int_{\partial T} \mathbf{A} \nabla v \cdot \mathbf{n}(\gamma w - w) ds + \sum_{T \in T_h} (\nabla \cdot \mathbf{A} \nabla v, w - \gamma w)_T. \]

This lemma implies that Assumption 3 holds: The boundedness of \(a(v, w)\) is straightforward. For the proof of coercivity (2.9) on \(V_h\), notice the following. First of all, \(\|v\| = |v|_{1,h}\), and so \(C \|v\| \leq (\mathbf{A} \nabla v, \nabla v)\) for all \(v \in V_h\). The last two terms in the right side of (3.3) are the \(O(h|v|_{1,h})\) term when \(v = w\). In fact, just as in estimating the \(I_4\) term of (2.21), we have

\[ \sum_{T \in T_h} \int_{\partial T} \mathbf{A} \nabla v \cdot \mathbf{n}(\gamma v - v) ds \leq C h \|\mathbf{A}\|_{1,\infty} |v|_{1,h}^2 \]
and
\[
(3.4) \quad \sum_{T \in T_h} (\nabla \cdot A \nabla v, v - \gamma v)_T = \sum_{T \in T_h} (\nabla \cdot A \cdot \nabla v, v - \gamma v)_T \leq C h \|A\|_{1, \infty} |v|_{1,h}^2,
\]
where \( \nabla \cdot A \) is the vector obtained by applying the divergence rowwise. Thus for \( h \) small enough we have the coercivity. Note that this last term could be handled like (2.19), but this would require \( A \) to be in \( W^{2, \infty} \), which is unnecessary.

Applying Theorems 2.1 and 2.2, we have the following results.

**Theorem 3.1.** If \( u \in H^1(\Omega) \cap H^2(\Omega) \) and \( f \in H^1(\Omega) \), then
\[
\|u - u_h\| \leq Ch\|u\|_2,
\]
\[
\|u - u_h\| \leq Ch^2(\|u\|_2 + \|f\|_1),
\]
where the \( L^2 \) estimate requires \( A \in W^{2, \infty}(\Omega) \).

The same conclusions hold for the conforming bilinear trial function case [9], and we omit the details.

### 3.2. Finite volume method with nonconforming trial functions.

For a given regular triangulation \( T_h \), its dual partition \( T_h^* \) is the union of quadrilaterals. Each quadrilateral in \( T_h^* \) is made up of two subtriangles which share a common edge (see Figure 1). These subtriangles are formed by connecting the barycenter and the three corners of the triangles.

The trial function space associated with \( T_h \) for the nonconforming finite volume method is defined as
\[
V_h = \{ v \in L^2(\Omega) : v|_T \in P_1(T) \ \forall T \in T_h, \text{ is continuous at the midpoint of } e \in \mathcal{E}_h \text{ and is zero at the midpoint of boundary edges } e \text{ on } \partial \Omega \}.
\]

The test function space is defined as in (1.3).

Let \( \mathcal{M} \) be a set containing all of the midpoints of the interior edges associated with the triangulation \( T^h \). The operator \( \gamma : V(h) \to Q_h \) is defined by
\[
\gamma v(x) = \sum_{P \in \mathcal{M}} v(P) \chi_P(x) \ \forall x \in \Omega,
\]
where \( \chi_P \) is the characteristic function of dual element \( K_P \) associated with the node \( P \). The mapping \( \gamma \) satisfies Assumptions 1 and 2 (see [8]). Finite volume methods using the above nonconforming trial functions were considered in [8, 6].

Our version [8] is to find \( u_h \in V_h \) such that for any \( v \in V_h \)
\[
a(u_h, v) = (f, \gamma v).
\]

The bilinear form \( A(v, w) \) in (2.5) reduces to \( a(v, w) \) and
\[
a(u, v) = - \sum_{K \in T_h^*} \int_{\partial K} A \nabla u \cdot \nu v ds.
\]

**Lemma 3.2.** For any \( v, w \in V(h) \),
\[
a(v, w) = (A \nabla v, \nabla w) + \sum_{T \in T_h} \int_{\partial T} A \nabla v \cdot n (\gamma w - w) ds
\]
\[
+ \sum_{T \in T_h} (\nabla \cdot A \nabla v, w - \gamma w)_T.
\]
Proof. See Lemma 3.2 in [24]. □

Using the above lemma, as before we can prove that (2.8) and (2.9) hold easily.

Then we have the following estimates.

THEOREM 3.2. If $u \in H^1_0(\Omega) \cap H^2(\Omega)$ and $f \in H^1(\Omega)$, then

$$
\|u - u_h\| \leq Ch\|u\|_2
$$

$$
\|u - u_h\| \leq Ch^2(\|u\|_2 + \|f\|_1),
$$

where the $L^2$ estimate requires $A \in W^{2,\infty}$.

The same conclusions hold for the finite volume method [10] using the rotated bilinear trial functions, i.e., the nonconforming $Q_1$ elements on rectangular grids [23]. We omit the details here.

3.3. Finite volume method with totally discontinuous trial functions.

The finite volume method using totally discontinuous trial functions was first proposed in [24]. Let $T_h$ be a quasiuniform triangulation of $\Omega$. We define the dual partition $T_h^*$ of $T_h$ for the test function space as follows. We divide each $T \in T_h$ into three triangles by connecting the barycenter and the three corners of the triangle as shown in Figure 2. Let $T_h^*$ consist of all of these triangles $T_j$, $j = 1, 2, 3$.

We define the finite dimensional space associated with $T_h$ for the trial functions

$$
V_h = \{ v \in L^2(\Omega) : v|_T \in P_1(T) \ \forall T \in T_h \}.
$$

The test function space is defined as in (1.3). The operator $\gamma : V(h) \to Q_h$ is defined as

$$
\gamma v|_T = \frac{1}{h_e} \int_{e} v|_T ds \ \forall T \in T_h,
$$

where $h_e$ is the length of the edge $e$. The operator $\gamma$ satisfies (1.4)-(1.7) (see [25]).

The discontinuous finite volume method is to find $u_h \in V_h$ such that

$$
A(u_h, v) = (f, \gamma v) \ \forall v \in V_h.
$$

LEMMA 3.3. For any $v, w \in V(h)$,

$$
a(v, w) = (A\nabla_h v, \nabla_h w) + \sum_{T \in T_h} \int_{\partial T} A\nabla v \cdot n(\gamma w - w)ds
$$

$$
+ \sum_{T \in T_h} (\nabla \cdot A\nabla_v, w - \gamma w)_T.
$$

Proof. See Lemma 2.1 in [25]. □

Using the above lemma, one can prove coercivity and boundedness.

LEMMA 3.4. There is a constant $C$ independent of $h$ such that

$$
A(v, v) \geq C\|v\|^2 \ \forall v \in V_h
$$

for any positive $\alpha$ if $\delta = 1$ and for $\alpha$ larger enough if $\delta = -1$.

Proof. See Lemma 2.2 in [25]. □
Lemma 3.5. For \( v, w \in V(h) \), we have

\[
A(v, w) \leq C \|v\| \|w\|.
\]

Proof. See Lemma 2.3 in [25]. □

Since all of the conditions for Theorems 2.1 and 2.2 are satisfied, we have the following error estimates for the discontinuous finite volume method.

Theorem 3.3. If \( u \in H^1_0(\Omega) \cap H^2(\Omega) \) and \( f \in H^1(\Omega) \), then

\[
\|u - u_h\| \leq C h \|u\|_2, \\
\|u - u_h\| \leq C h^2 (\|u\|_2 + \|f\|_1).
\]

We point out that the above \( L^2 \) estimate was not obtained in [25].
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