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Although volumes have been written on spanning the science–practice gap in applied psychology, surprisingly few tangible components of that bridge have actually been constructed. We describe the metaBUS platform that addresses 3 challenges of one gap contributor: information overload. In particular, we describe challenges stemming from: (a) lack of access to research findings, (b) lack of an organizing map of topics studied, and (c) lack of interpretation guidelines for research findings. For each challenge, we show how metaBUS, which provides an advanced search and synthesis engine of currently more than 780,000 findings from 9,000 studies, can provide the building blocks needed to move beyond engineering design phase and toward construction, generating rapid, first-pass meta-analyses on virtually any topic to inform both research and practice. We provide an Internet link to access a preliminary version of the metaBUS interface and provide 2 brief demonstrations illustrating its functionality.
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a portmanteau of meta-analysis and omnibus—is a scientific search engine that aims to do nothing less than curate and make accessible all effect sizes from every applied psychology research journal. The database of findings is augmented by a variety of related classifications (e.g., sample size; reliability estimate; sample type; country of origin) to facilitate large-scale deductive or inductive research across studies (meta-analysis or otherwise). In addition, to enhance the flexibility and use of searching, metaBUS database contents are linked to a visual map (i.e., hierarchical taxonomy) that allows the user to search through a tree of approximately 5,000 variables and constructs studied in applied psychology research. At the time of this article, the platform contains approximately 780,000 individual findings extracted from 9,000 original articles.

We organize the remainder of this article as follows. First, we describe an engineering-based approach to narrowing the science–practice gap. Second, we justify the need for an organized, standards-based, and large-scale research curation effort that addresses three critical science–practice gap challenges. Third, we provide access to a preliminary cloud-based graphical user interface (GUI; see metaBUS.org/portal) and illustrate its functionality with two detailed demonstrations using text- or taxonomy-based search modes. We raise possible limitations, future directions, and how metaBUS might address challenges that, we argue, have stymied evidence-based management (EBM) efforts.

AN ENGINEERING-BASED SOLUTION TO INFORMATION OVERLOAD

Applied psychology, like many fields (e.g., medicine), is beginning to drown in “an ever-expanding sea of scientific data” (Ip et al., 2012, p. 1). Not only is our past research becoming particularly weighty, with over a century of scientific publications behind us, but scientific output across disciplines is roughly doubling in volume every 9 years (Bornmann & Mutz, 2015). To manage and leverage our growing database of scientific findings for the purpose of EBM, the applied psychology field has an increasingly critical need to store, organize, curate, and summarize our research knowledge using more intelligent and efficient approaches (cf. Hanson, Sugden, & Alberts, 2011). Without such curation, attempts at EBM are yoked to the idiosyncratic storage methods of journals and the slow accumulation of existing information by traditional systematic review methods; thus, EBM remains threatened by a state of information overload. In addition, before EBM can be implemented broadly, there must be an improved culture that is receptive to EBM, where managers must be “exposed to, and embrace, scientific evidence” (Rynes, Gulik, & Brown, 2007, p. 987). We argue that improved methods for access to research information will contribute to a stronger culture of EBM; we cannot wait for EBM to demand such methods. In short, we have to get our own house in order before inviting guests.

Aside from a lamented science–practice gap, information overload relates to what might be called a “science–science” gap—a chasm between the massive heap of scientific findings that has been produced collectively and the information that individual researchers would like to access. Pointing to this gap, despite the tens of thousands of research articles containing literally millions of individual results, academics have no search engine that operates at this fine level. Library research engines can identify articles by topic, but they do not efficiently index the articles’ actual empirical findings let alone provide mechanisms to facilitate empirical summaries of them. With this inherent inefficiency, the current process of gathering research findings needed for an empirical summary on a popular topic can take years, taxing the patience of all but the most tenacious.

What can be done about these gaps? According to the literature, there appear to have been no real solutions, easy or otherwise (Kieser et al., 2015). As Rynes et al. (2007) noted, “the gap between science and practice is so persistent and pervasive that some have despaired of its ever being narrowed” (p. 987). Also, as Cohen (2007) prescribed, “we can’t keep nibbling at the corners of the problem or lamenting that transfer is not taking place and pointing to one small contributing factor” (p. 1018). We contend that bridging the science–practice gap will require genuine engineering, defined by Merriam-Webster’s dictionary as “the work of designing and creating large structures (such as roads and bridges) or new products or systems by using scientific methods” (emphasis added). Importantly, note the two parts to engineering. Although design is crucial, no car rides on blueprints to cross a river. Bridging a gap requires actual creation based on design. We have volumes of insightful design work amassed over the past decades, but surprisingly little effort has been allocated to actual creation. As one culprit, academic reward structures seem to reward conceptual insights about the science–practitioner gap with much less reward for creation or application that might address that gap. More generally, Hambrick (1994) levied concern that the goals of our discipline should extend beyond the relatively narrow realm of journal publishing and expand into applications and actions based on our research that lead to wider impact by more directly informing societally important issues.

Ultimately, however, one must ask, “what would a science–practice bridge actually look like?” We propose that one such bridge would include at least three key tangible elements: an organizing taxonomy or “map” of the constructs in our field, a search engine that can manage a large database of empirical findings tied to that taxonomy, and a user-friendly interface that facilitates the location and summarization of findings. Note that the taxonomy not only
allows concepts to be organized and understood by academics, it also can serve as a foundation for translating our constructs into accessible nonacademic language in a more consistent manner. The search engine and database would allow empirical findings to be located with minimal effort according to a variety of modes and filters (in stark contrast with today’s methods). Furthermore, an interface flexible in terms of how findings are summarized and presented should allow results to be expressed at a level (or levels) of sophistication well suited for multiple audiences. We propose that these tangible elements will at least partially resolve, or act as a catalyst for resolving, three central challenges that seem to have stymied EBM. We delineate each central challenge below, describing how metaBUS might assist in tackling them.

**Challenge #1: Lack of Access to Research**

As one central challenge faced by academics and practitioners, the process of locating the empirical results from academic research is presently a monument of inefficiency; research is “difficult to locate and understand” (Shapiro, Kirkman, & Courtney, 2007, p. 250). Consider the primary outlet for applied psychology research, the journal article. A joint project between the SIOP Foundation and the data analytic company Innovacer mapped the citation and reference networks for articles across 20 journals (Allen, 2015). Over the last decade, the majority of citations have been from the fields of management, psychology, and business, comprising a hefty total of some 700 journals, but citations also arise in hundreds of journals representing engineering, computer science, economics, and environment studies, to name a few. Although many journals will contain some relevant findings, conservatively assume that only 50 journals frequently contain relevant original findings (e.g., correlation coefficients) and that the average journal publishes 30 articles per year that contain original findings. Over 30 years, the number of articles would be 45,000—a massive number, and the emergence of new journal titles over time further raises this number and exacerbates the challenge of locating research findings on a given topic. The metaBUS platform provides a starting point for drastically simplifying literature search processes by curating and making accessible a large corpus of empirical findings (i.e., correlation coefficients).

Presently, research teams who set out to conduct systematic reviews are effectively signing up for a multyear process that often involves hundreds or thousands of hours of work. Existing institutionally accessed search engines (e.g., EBSCO, ProQuest) will produce an incomplete subset of research on a topic (leading to potential errors of omission) when based on keywords, and it will require a massive hand culling of findings as well, when based on full text searches (leading to potential errors of commission). Consider Judge, Thoresen, Bono, and Patton (2001), who “manually searched 21 journals …from 1983 to [1999]” (p. 383). If each of the 21 journals dated back to 1983, the total number of volumes is 357 (i.e., 21 journals × 17 years). As a conservative estimate of the number of articles hand searched, multiply that figure (i.e., 357) by the number of issues per volume (assume five) and then the number of articles per issue (assume six). The resulting total number of articles was, conservatively, 10,710. Fortunately, in the case of Judge et al., their efforts facilitate later updates, because they provided a list of the studies and effect sizes used as input to their meta-analysis as supplemental data. However, historically, this has not been the case, meaning that future meta-analytic teams must start the literature search process from scratch. In short, the methods used by researchers to locate, summarize, and communicate scientific findings are far from efficient, even today. For non-academics, the location of relevant findings comes with additional entry barriers such as institutional paywalls.

The shortcomings of data inaccessibility were noticed long ago by medical researchers, who are already taking steps toward improvement. Indeed, large databases of research findings backed by standards-based protocols for extracting and classifying findings from journal articles and other sources are currently being amassed. When comprehensive, such databases make the process of locating relevant research findings substantially less cumbersome (Lefebvre, Glanville, Wieland, Coles, & Weightman, 2013). The Systematic Review Data Repository (SRDR; Ip et al., 2012), as an example, provides a corpus of classified findings for use as input to meta-analysis. Drawing on such efforts, “living” systematic reviews are making possible the continual updating of meta-analytic inputs, a process championed as a vehicle for narrowing the evidence–practice gap (Elliott et al., 2014, p. 1). Similarly, psychologists are constructing platforms for improved research curation and communication, such as that seen in the recent community-augmented meta-analysis protocol (CAMA; Tsuji, Bergmann, & Cristia, 2014). However, this latter approach has been met with limited adoption. Indeed, as of the authoring of this article, only three CAMAs are available, each on the topic of infant speech.

Thus, as a field, we must ask ourselves a serious question: Should we react with surprise that consumers of science are cynical regarding the difficulty in locating, accessing, and understanding research, given that it typically takes researchers themselves years to accomplish such goals at any reasonable comprehensive level? We submit that their cynicism is inevitable. Yet, we contend that many coordinated efforts are currently underway, such as those noted, to drastically modernize and improve this dissatisfying state of affairs. However, we put the inaccessibility of research findings in a broader perspective: To our knowledge, no scientific area has curated its findings with the same level
of information-searching sophistication afforded everyday products in the online retail arena, where major profits drive the incentive to do so in this latter case. Importantly, technology is no longer the bottleneck in improving the accessibility of our research findings.

Solution for Challenge #1: A Large-Scale Search Engine of Research Findings

Imagine that all available published findings (i.e., effect sizes) pertaining to applied psychology were loaded into one massive cloud-based database to which a user could submit queries and instantaneously view results. For example, a user could search for and retrieve all reported correlations between job satisfaction and employee performance. Imagine further that the search engine would return an interactive spreadsheet of all relevant results, on which the user could apply specific filters (e.g., publication year range; country of origin; sample type; level of analysis) and manually select individual rows of data for exclusion. Finally, imagine that the selected results were then ported to cloud-based meta-analytic software that returns summary estimates in mere seconds. As will be demonstrated in a later section, the present beta version of the metaBUS platform already provides some of this functionality, and developments are currently underway to expand its functionality.

The metaBUS project will unfold in stages to reach the eventual goal of a database containing all findings relevant to applied psychology and beyond. Fortunately, applied psychology is an ideal area for a large-scale curation effort, owing to the field’s routine provision of correlation matrices. Publications in economics, by comparison, tend to report only tables of regression weights (i.e., elasticities) that are less conducive to meta-analytic summary in general, especially when measures and models vary across studies (Stanley & Doucouliagos, 2012). Note that correlation matrices typically contain each variable analyzed in a given study and, thus, with \( p \) variables, there are \( \binom{p}{2} \) unique correlations, often a large number. Indeed, early versions of the metaBUS database indicate a mean of 86 correlations, often a large number. Indeed, early versions of the metaBUS database indicate a mean of 86 correlations per article (Bosco, Aguinis, Singh, Field, & Pierce, 2015).

In the first phase of the metaBUS project, correlations reported between 1980 and 2010 in two premier organizational research journals, Journal of Applied Psychology and Personnel Psychology, were extracted and then manually augmented with variable-level information (see Bosco et al., 2015). The current version of the Bosco et al. database is freely available at http://www.frankbosco.com/data, and its most recent version contains 172,492 findings from 1,999 articles arrayed in a Microsoft Excel spreadsheet. It is this database version that serves as the basis for the beta interface described further in the present article (see http://www.metaBUS.org/portal). Notably, the metaBUS database now contains approximately 780,000 correlational effect sizes from approximately 9,000 journal articles. To our knowledge, this represents the largest collection of curated research findings—in any scientific field—and the flexibility with which users may query the database is currently unmatched. However, correlational effect sizes beyond the Bosco et al. (2015) database are currently undergoing incorporation into a release version with additional functionality, to be available in the near future.

Challenge #2: The Tower of Babel

Academics and practitioners tend to have different goals and speak different languages, one contributing reason for the science–practice gap. Scientists tend to speak in terms of constructs, models, validity, and statistics. Practitioners, on the other hand, often speak in terms of gains, losses, and return on investment, and they understand and appreciate the necessary “quick fix and the ephemeral nature of… consultant interventions” (Gill & Whittle, 1993, p. 292). Although scientists speak and practitioner speak are highly adaptive for the important goals that each party pursues, these differing languages have also been said to yield a “language game… with differing forms of discourse” (Astley & Zammuto, 1992, p. 444) that often presents as a barrier to direct and mutually beneficial communication between the two groups. Unfortunately, no Esperanto or lingua franca exists that allows for an easy translation and understanding of the characteristic language and goals held by researchers and practitioners. As an example of the language gap, consider the term “engagement,” which the Society for Human Resource Management now includes in a database of key concepts. Although the concept is known widely among practitioners, its definition is less than clear. Indeed, whether engagement should be considered a psychological state, a psychological trait, or a behavior reflects the first topic in the first issue of Industrial and Organizational Psychology: Perspectives on Science and Practice. In their focal article, Macey and Schneider (2008) wrote, “the notion of employee engagement is a relatively new one, that has been heavily marketed by [HR] consulting firms… Academic researchers are now slowly joining the fray” (p. 3). From their perspective, buttressed by commentaries, engagement is a consultant-driven construct that has migrated to practitioners and then sometimes to academics, with the latter uncertain as to what the term refers (Wefald & Downey, 2009).

There are concerns that marketing and fads, rather than solid evidence, may often be driving the adoption of constructs by researchers and practitioners alike. Some view this tendency as “fad surfing… riding the crest of the latest management panacea and then paddling out again just in time to ride the next one…absorbing for managers and lucrative for consultants; frequently disastrous for organizations” (Shapiro, 1995, p. xiii). Likewise, others have
noted the “transitory nature of much managerial activity which seems to proceed from deep disillusionment with one panacea that has run its course to high enthusiasm for the next” (Gill & Whittle, 1993, p. 282). However, as Dunette (1962) pointed out, academics are not guiltless of similar poor “marketing” practices that include construct proliferation in the interest of self-promotion. Rebranding a product with a patina of new terminology can give the appearance of innovation; thus, it can be very effective marketing practice for organizations, consultants, and academics alike. For example, as Wefald and Downey (2009) described it, the consultant’s term “job engagement” is often “synonymous” (p. 144) with the scientific term of “job satisfaction.”

It is hard to disabuse rebranding behavior when the current academic incentive structure offers something to gain and little to lose. Although the argument for scientific parsimony is compelling in the abstract, many view the flow of information from consultants to practice, or from researchers to science, as more Darwinian, with successful efforts being more enduring and, in fact, less of a fad. Indeed, although it may seem that management by objectives (MBO) was a fad that has come and gone, elements of MBO, such as participatory goal setting as a departure from top-down control, remain widely used in organizations even if the terminology has shifted (Gibson & Tesone, 2001). Thus, as one possible interpretation, the waves of nonacademically derived ideas leave behind bits and pieces of effective practice-related information. Over time, as effective elements are collected, the field progresses in spite of rebranding—and perhaps because of it in some cases.

Even with the benefits derived from advances in practice and science, however, the scientist–practitioner gap remains. Kiesler et al. (2015) provided recommended solutions to several causes of the gap (e.g., terminology differences). As one recommended solution, academics could write nonfiction, practitioner-targeted books on their topics to help improve communication, but such activities are considered low-prestige by universities. Still, practitioners often turn to popular-press management books, yet they tend to be too practice oriented (i.e., not evidence based). Academic textbooks are often perceived as too research or theory oriented, and even students assigned these books will rarely complete them (Weisberg, 2011). Cohen (2007) captured this dilemma when he wrote that “if neither ‘side’ will publish the other’s articles and neither side fully understands the other’s perspective, how can we move forward with greater academic–practitioner interface that will advance both practice and science?” (p. 1017). So, how can the information about what we study be communicated effectively? Is it possible for the field of applied psychology to efficiently describe its universe of things?

**Solution to Challenge #2: A Science Map for Applied Psychology**

Maps are representations of complex spaces; they are useful to the extent that they summarize a large body of information in a manner that quickly and usefully facilitates navigation and understanding (Börner et al., 2012). The usefulness of science maps (variously referred to as taxonomies and ontologies) is eloquently described by Börner, Chen, and Boyack (2003), who remind us of the Indian fable wherein blind men have trouble identifying an elephant because they are each feeling different parts of it. Identifying the shape and nature of a scientific discipline is even more challenging. Indeed, as described by Börner et al. (2003),

Science does not stand still; the steady stream of new scientific literature creates a continuously changing structure. The resulting disappearance, fusion, and emergence of research areas adds another twist to the tale—it is as if the elephant is running and dynamically changing its shape. (p. 180)

Science mapping is highly valuable because it is able to provide “big picture” views of a large corpus of information and, thereby, foster a better understanding of its overall nature (Novak & Cañas, 2008; Rada, Mili, Bicknell, & Blettner, 1989). Approaches to science mapping vary in terms of their scope and content (Boyack, Klavans, & Börner, 2005). Global science maps attempt to represent all scientific disciplines, providing a large-scale view of interrelationships between fields, whereas local science maps provide a detailed view of a particular discipline or subdiscipline (e.g., Zupic & Čater, 2015). Science maps can extract meaning-based relations by analyzing the co-occurrence of references or keywords. The approach has been applied in related business literatures wherein article network visualizations rely on frequencies of reference, author, or keyword overlap (e.g., Leone, Robinson, Bragge, & Somervuori, 2012; Ma, Liang, Yu, & Le, 2012; Shafique, 2013).

The proliferation of construct labels is one serious barrier to mapping applied psychology at the level of constructs and variables, even for academic audiences (Leavitt, Mitchell, & Peterson, 2010). Indeed, the theoretical landscape of applied psychology has been overcomplicated by a stream of uniquely named constructs that might not be empirically distinguishable from one another, part of what Block (1996) labeled the “jingle-jangle” problem. As an example of lack of distinguishability, Le, Schmidt, Harter, & Lauver (2010) observed a near-unity relation ($\rho = .91$) between job satisfaction and organizational commitment, concluding that such empirical redundancies serve to inhibit scientific understanding by reducing parsimony. Similarly, the area of self-control and motivation is ripe with concept confusion and redundancy (e.g., Duckworth & Kern, 2011; Vancouver & Day, 2005), and one recent large-scale investigation has revealed that the overlap in semantic similarity
of scale items across constructs is surprisingly high, leading to what is termed a “construct identity fallacy” (Larsen & Bong, in press, p. 1). Analytic strategies for reducing construct proliferation in the leadership domain have been recently offered (e.g., Shaffer, DeGeest, & Li, in press), and these strategies are certainly generalizable to other domains.

We submit that one key engineering hurdle toward narrowing the scientist–practitioner divide lies in the need for developing a science map of applied psychology, which is akin to the decades-old notion of a nomological network that addresses conceptual relationships between constructs and variables to determine their alignment (or misalignment) with observed empirical relationships (Cronbach & Meehl, 1955). Such a science map would offer a foundation for empirical recommendations for pruning redundant constructs or, at least, readily indicate a comprehensive suite of related terms and an understanding of the field at various levels of refinement. In a broad attempt to generate a field map of applied psychology content, Bosco et al. (2015) described their approach as arranging approximately 5,000 taxonomic nodes (i.e., constructs and variables) nested within categories of increasing specification. For instance, at the broadest level are categories such as attitudes, intentions, and behaviors. Expanding the behaviors node reveals categories representing major types of behaviors, such as performance (e.g., role performance, extra-role performance, training performance), counterproductive behaviors (e.g., self-defeating behaviors, deviance), and so on, to the narrowest degree of specificity appearing in academic literature in the field, in some cases down to the specific measure used. The metaBUS platform relies on the Bosco et al. (2015) taxonomy, which is currently undergoing a series of validation studies, an effort supported financially by the SHRM Foundation.

To summarize, metaBUS addresses the information overload found in varying parlances by arranging constructs and variables studied in an organized conceptual space. The resultant arrangement, as well as disagreements regarding arrangement, have clear implications for the advancement of science that, in turn, could offer increased parsimony and practitioner understanding.

Challenge #3: Interpreting Effect Size and Practical Significance

As a third challenge to narrowing the scientist–practitioner gap, practitioners are often not equipped to interpret research findings reported in applied psychology journals. Indeed, even our simplest statistics are, in practice, not often translated into actionable terms. Consider the following example:

[A]ssume that a preemployment test is correlated with job performance at $r = .30$. How can a practitioner understand the practical significance of a preemployment test that explains $0.3^2 = 9\%$ of the variance in future performance scores? Is this result practically significant? Should this practitioner recommend the use of the new preemployment test to prescreen job applicants in the future? Will using this preemployment test lead to better hiring decisions? How much better? (Aguinis et al., 2010, p. 529)

From the quote, it is apparent that practical significance can be expressed in many different ways to a variety of stakeholders, and thus it is a multifaceted concept. Choosing the best expression for a finding is critical to any applied field, applied psychology and otherwise. Scientists who fail at communicating the main findings of research to practitioners in an accessible and useful manner are not meeting one of the most fundamental goals of an applied science.

In nearly all cases where scientific research is translated into practice, the estimate of practical significance relies on an estimate of effect size (Ferguson, 2009) along with contextualizing information of some sort. For decades, the most frequently used contextualizing information has been Cohen’s (1988) benchmarks (e.g., about $|r| = .1, .3, \text{and } .5$ as small, medium, and large effects, respectively). Revised benchmarks, tailored for major bivariate relation types in applied psychology (e.g., attitude–intention vs. attitude–behavior) were recently made available (Bosco et al., 2015; Paterson, Harms, Steel, & Credé, in press). However, it is unlikely that any single set of empirical effect size benchmarks will handle all effect size interpretation needs; the interpretation of effect sizes is ultimately an evolving enterprise, with refinements as the corpus of existing findings is expanded upon. The interpretation of everyday events, such as weather patterns, have similar contextualizing requirements. Indeed, a daytime high of 106 degrees Fahrenheit would be an average July day for residents of Phoenix, Arizona, who are likely accustomed to such heat and consider the condition typical (however unpleasant it may be). However, a July reading of 106 degrees Fahrenheit would be a newsworthy, all-time high for residents of Helsinki, Finland. Thus, interpretation routinely relies on consideration of factors known to impact outcomes of interest (in the case of temperature, one factor is latitude). If we aim to achieve efficient interpretation and communication of research findings (i.e., effect sizes), we must also identify these factors and interpret findings within such a framework.

Fern and Monroe (1996) urged researchers to take into consideration a variety of factors before interpreting the importance of findings in consumer research. The authors provided a veritable laundry list of such contextualizing factors, including measure reliability, range restriction, research design (i.e., experimental vs. nonexperimental), and the intended purpose of the study (i.e., application vs. theory testing). This strongly suggests that multiple types and/or benchmarks for practical significance might be necessary.
to interpret the importance of findings in a compelling manner to different stakeholders. For example, if effect sizes in lab settings happened to be twice as large as those found in field settings (e.g., owing to rigorous control over sampling and the environment), then caveats would be required upon interpreting and generalizing the magnitude of effects from the lab to the field. The efficacy of multiple simultaneous effect size benchmarks has been explored in education research (Hill, Bloom, Black, & Lipsey, 2008; Plonsky & Oswald, 2014), revealing that interventions vary across student grade level and topic taught, for example. But the question remains: Regardless of the benchmarks used or the context applied, how can scientists translate findings into language that is easily understood by nonacademics? Ultimately, scientists need to devise ways to translate findings into digestible terms, such as percentages and estimates of return on investment. What might this component of the bridge actually look like?

**Solution for Challenge #3: Provide a Common Language Effect Size Indicator**

Critical to communicating effect sizes to inform practice involves a mindset or perspective in which researchers are often not engaged. Simply put, when presented with evidence, researchers and practitioners alike need to ask a simple question, among others: “How much?” Indeed, not unlike the concerns brought by overreliance on simple question, among others: “How much?” Indeed, not unlike the concerns brought by overreliance on *p* values and null hypothesis significance testing (Meehl, 1978), practitioners often rely on consultants’ statements indicating that they “have established a conclusive, compelling relationship between engagement and profitability through higher productivity, sales, customer satisfaction, and employee retention” (Macey & Schneider, 2008, p. 3). However, without information pertaining to the “how much” of the relationship, we know only the direction of the effect and, thus, little information overall.

To communicate practical significance to researchers and educated stakeholders alike, many have suggested that nontechnical representations of effect size be provided in publications alongside the traditional effect size estimate for pertinent findings (e.g., Fritz, Morris, & Richtler, 2012). Essentially, the goal is to present an effect size “that is so readily understood by nonstatisticians that [it is called] the common language effect size indicator” (CLES; McGraw & Wong, 1992, p. 361, italics original). There are many ways to approach practical significance in the form of CLES. As an example provided by McGraw and Wong (1992), for a randomly selected male–female pair from the population, there is a 92% chance that the male is taller than the female (assuming a normal distribution of the data within groups). In this case, the CLES (92%) corresponds to a standardized mean difference of *d* = 2.00. The CLES has also been tailored to the correlation coefficient (Dunlap, 1994). As a correlational example related to applied psychology, an uncorrected correlation of a given predictor with employee performance of *r* = .28 corresponds to a CLES of 59%, meaning that 59% of individuals with a predictor score above the sample mean will also score above the mean on the job performance assessment. Thus, one may view this form of the CLES in terms of hits and misses or a specific cutoff on the receiver operator curve (ROC) from signal detection theory. Several other options for the effect size of choice exist (Kuncel & Rigdon, 2012), such as Cohen’s U3, which is the probability of a person from one group scoring higher than another group given a mean difference between the two groups (Cohen, 1977). Brooks, Dalal, and Nolan (2014) noted that such nontraditional effect sizes are more readily understood by consumers of science. Although promising, however, the choice of which common language effect size is best suited for use in applied settings remains an important topic for further investigation.

In the next section, we demonstrate the metaBUS platform. Importantly, metaBUS is not currently—nor might it ever be—a panacea for addressing the science–practice gap. Rather, the usefulness of the metaBUS platform relies on the assumptions that (a) scientific findings are applicable to applied situations and (b) increasing access to scientific findings will facilitate eventual application.

**USING METABUS**

In this section, we demonstrate the functionality of the preliminary metaBUS platform. Procedural details for data collection resulting in the database’s contents are presented in Bosco et al. (2015) and will not be described here. The preliminary metaBUS GUI is shown in Figure 1 and a highly abbreviated version of the taxonomy, for demonstration purposes, is shown in Figure 2. Interactive versions of the GUI and abbreviated taxonomy are accessible at http://metaBUS.org/portal. The current platform relies on the RStudio Shiny architecture to create the GUI and the R Statistics package metafor (Viechtbauer, 2010) to calculate all meta-analytic estimates.

As an overview, the query process unfolds as follows. First, the end user defines two concepts (i.e., one for each variable or construct in the relation of interest), such as “job satisfaction” and “performance,” using letter-string match and/or taxonomic codes. (The term *concept* is used as an umbrella term to include concrete variables [e.g., employee age] and less concrete constructs [e.g., job satisfaction]). The user then clicks “Submit,” which ports the defined parameters to the server to query the Bosco et al. (2015) database and return a set of matching results. Next, the user carefully inspects the rows of raw data returned by the query to remove irrelevant or erroneous results. Finally, the user may specify analysis properties, apply filters, and view rapid meta-analytic estimates.
FIGURE 1. Preliminary metaBUS graphical user interface. Letters in brackets are referred to in text as fields.

FIGURE 2. Abbreviated taxonomic display for Behaviors branch. The full Behaviors branch contains 1,163 nodes. The complete taxonomy contains 4,869 nodes.
Importantly, note that the functionality demonstrated here represents an initial version of the metaBUS platform with a limited database (approximately one-fifth of the present database) and limited functionality (e.g., only a very limited set of the taxonomy and filter set). A more complete version, with a refined interface and user options, is under active development.

**Navigating the GUI**

The preliminary GUI is shown in Figure 1. Through the interface, the user may define to-be-searched text strings (fields A and B), which correspond to the reported variable name text appearing in the original article. The user may also define to-be-searched taxonomic nodes (fields F and G), representing the metaBUS classification for each variable during the coding process (see Figure 2 for an abbreviated view of the taxonomy). In addition, referring to Figure 1, the user may specify:

- whether to analyze $r$ or $|r|$ (field H)
- whether to analyze independent or nonindependent effects (field I) and, if independent effects is chosen, the value representing dependence (field E)
- parameters for the trim-and-fill analysis (fields J and K)
- sample size minimum and maximum (fields C and D)
- publication year range (field L), and
- correlation range (field M)

**Meta-Analytic Estimation**

All meta-analytic calculations are carried out by a cloud-based server running R (www.r-project.org) and the R package metafor (version 1.9-8; Viechtbauer, 2010). Meta-analytic estimation for independent samples occurs as follows. First, if specified (see Figure 1, field I), raw correlations appearing in the lower panel are aggregated by sample into composite correlations using the MAC package (version 1.1; Del Re & Hoyt, 2015). The user may modify the correlation used for aggregation of dependent effect sizes (default dependence is set at $r = .50$; see Figure 1, field E). Next, effects are converted from $r$ to Fisher’s $z$ and then submitted to random-effects, REML-based meta-analysis with weights as inverse variance of $z'$ (Viechtbauer, 2010). In addition, the GUI provides functionality for conducting trim-and-fill analyses (Duval & Tweedie, 2000) using the “trimfill” function in metafor with user options for whether to apply the R0 or L0 algorithm (Figure 1, field K) or to trim from the left or right of the distribution (Figure 1, field J). Alternative approaches for detecting publication bias exist and are currently being incorporated into the metaBUS platform. Finally, summary estimates and individual effects are back transformed into $r$ and displayed as tabular data and funnel plots (see Figure 3). The meta-analytic output includes the number of samples, mean weighted effect estimate, standard error, 95% confidence interval, and $I^2$.

After running a query, users may apply a variety of filters to explore impact on resulting meta-analytic estimates. For example, one may explore temporal trends in effect size by adjusting the “Year range” slider (see Figure 1, field L). Similarly, one may explore robustness by applying filters for sample size (see Figure 1, fields C and D) or raw correlation value (Figure 1, field M).

Thus, the metaBUS platform provides a search engine of research findings and is able to rapidly meta-analyze search engine results. What is crucial, however, is that the search be carried out as completely as possible and with appropriate caution. Indeed, as described earlier, even the best search engines on the planet omit relevant results and include irrelevant results. Thus, queries on this initial, limited version of the metaBUS platform should be treated as an exploratory starting point for arriving at summary estimates. At a minimum, the metaBUS platform provides a tool with which meta-analysts may locate findings that were overlooked during the literature search process.

We turn now to demonstrating two examples of queries carried out using the metaBUS platform’s GUI.

**Demonstration 1: Conducting Text-Based Queries**

Using the online interface accessible at http://metaBUS.org/portal, conduct a rudimentary test string-based query by entering “satisfaction” in Field A and “performance” in Field B (see Figure 1). Then, click “Submit.” Assuming that no other parameters were selected, the query should return 395 nonindependent effects with mean $r = .173$. A table of meta-analytic estimates appears along with two funnel plots, one for raw data and one for trimmed-and-filled data; and the database contents appear in the lower portion of the interface (see Figure 3).

An inspection of the returned database contents (Figure 3, lower panel) reveals the variety of results that match the search strings specified. It is crucial that this set of results be inspected for irrelevant concepts. In fact, to be relatively certain, users should check the values against the original articles to address erroneous entries or entries irrelevant for other reasons (e.g., team-level data). In this example, assuming that the present query was conducted with “overall job satisfaction” and “employee role performance” in mind, several returned entries are irrelevant (e.g., life satisfaction, firm performance). Indeed, the search conducted in this example matches letter strings. To eliminate these concepts, one may use negation terms in the text search fields. Adjusting the text search areas to “satisfaction,-life,-need” and “performance,-firm,-HR” eliminates seven effect sizes for a total of 388 remaining effect sizes. Although the present estimate ($r = .17$) reveals an estimate similar to Judge et al.’s (2001) $r = .18$, it is clear that many irrelevant results re-
FIGURE 3. Preliminary metaBUS graphical user interface with query parameters and results shown.
main in the analyzed set. One may continue to exclude text strings from each search (e.g., satisfaction, life, need, autonomy, career, growth, dissatisfaction). Or, as a compromise, one may string together increasingly narrow inclusion terms (e.g., “job performance, performance appraisal, overall performance, in-role performance” with “job satisfaction”).

Clearly, text string-based searches come with benefits and drawbacks. As one benefit, the text search reveals the variety of terms that include a particular text string. As a drawback, text string-based searches vary in effectiveness across topic. As an example, the construct of leader–member exchange is relatively easy to locate with the search string “exchange, LMX” which returns, perhaps, only a few irrelevant results. Note that text-based searches are exact and thus, a space following a comma is interpreted as “−” rather than “LMX.” However, other constructs, such as employee performance, can go by literally hundreds of names. Thus, searching for the string “performance” will return false positives (e.g., firm performance) as well as omit true positives going by different names (e.g., sales volume). As a remedy to this inevitable problem with construct labels, metaBUS includes a taxonomic classification-based search, which we demonstrate next.

**Demonstration 2: Conducting Taxonomy-Based Queries**

Let us now run the same query as in the previous demonstration (i.e., the relation between satisfaction and performance), but this time we will rely on taxonomic classification identifiers rather than on letter strings. To this end, the user must specify node identifiers from the taxonomic map that correspond to the relationship of interest. The map contains unique identifiers in the form of five-digit strings that have no inherent meaning. The process of taxonomy development and classification is described in Bosco et al. (2015). A collapsed version of the taxonomy segment containing behaviors is shown in Figure 2, and the interactive, abbreviated segment is available at http://metaBUS.org/portal. Importantly, taxonomic queries function hierarchically. For example, considering the taxonomy segment shown in Figure 2, the specification of “40055” (i.e., individual performance) will include all variables classified by coders as “40055” as well as all variables classified as descendants of 40055 (i.e., 30031, 10199, 20244, and 12256). Note that, just as with the text search described in Demonstration 1, the user may input strings of taxonomy nodes delimited by commas without spaces (e.g., 30031, 10199, 20244) and also specify exclusions by using the “−” symbol (e.g., 40055, −12256, −20244).

To conduct the taxonomy-based search, first refresh the GUI (i.e., clear all existing input). Next, enter “20072,” the node corresponding to job satisfaction, in Field F (see Figure 1). Enter “30031,” the node corresponding to individual role performance, in Field G. Finally, click “Submit.” This time, the query returns 212 nonindependent effect sizes with mean $r = .166$ (or 84 independent effect sizes with mean $r = .183$).

Just as is the case with text-based searches, users must take care to inspect each row of data to ensure that the analysis is actually analyzing relevant input. Erroneous entries by metaBUS coders, or differing mindsets with regard to how the taxonomy should be classified, can result in errors of inclusion or exclusion and, thus, biased or otherwise contaminated meta-analytic estimates. As pointed out earlier, it is essential that users acknowledge that the metaBUS platform is primarily a search engine. The platform is not designed for the use case of arriving at an instant meta-analytic estimate whose comprehensiveness and certainty is on par with that of a thorough systematic review. Put differently, the platform does not currently deliver a meta-analytic utopia. Indeed, given the variety of potential moderators, the vast “grey literature” containing potential meta-analytic inclusion candidates, such a meta-analytic utopia might be impossible to deliver. However, we hope that metaBUS becomes an essential tool for better understanding the science we already have produced and to do so more quickly in the era of the Internet.

**DISCUSSION**

The common academic pedagogy of lecturing has been criticized as being a needless adherence to a centuries-old style of teaching. Lecturing made perfect sense during the 15th century when there was only a single textbook accessible to many, and to disseminate its contents, a lecturer would read it to the students, often verbatim. For decades, critics of this method have argued that lecture methods have remained largely unchanged; they are passive and unidirectional. The student has little control over the content, and they must rely on whatever updates that textbooks and instructors might sporadically provide. Lecturing is humorously described by Edward Slosson as “that mysterious process by means of which the contents of the note-book of the professor are transferred through the instrument of the fountain pen to the note-book of the student without passing through the mind of either” (Miller, 1927).

These same criticisms can be levelled at the process of meta-analysis and the dissemination of its knowledge. Indeed, the consumer often receives this information passively, only in the way the meta-analyst presents the information, being unable to change or refine the foci of the content. The same could be said for articles in the bound journal article, where technology combined with open access principles could better allow readers to understand and even interact with the data and findings of articles. A published meta-analysis contains results that are frozen until it is updated, usually some 5, 10, or more years later, and the more meta-analyses that are published, the more jour-
nal space might be dedicated to incremental updates. This updating mechanism appears less than ideal in the field of medicine, wherein meta-analyses contain conclusions with a median survival time of 5.5 years (95% CI = 4.6, 7.6) and an approximate survival of only 25% by after 8.5 years (Shojania et al., 2007).

Currently, applied psychology finds itself in a state of information overload. Indeed, Internet retailers apply far more sophisticated organization and consumer access to information about inflatable mattresses and CrockPots®. We recommend architectures that provide access to scientific research findings and associated study characteristics that are as useful to researchers, practitioners, and other stakeholders. Highly adept and usable interfaces can help us quickly navigate and explore the array of available constructs and options, including the provision of predictive input that is intelligently based on past searches. Perhaps users can eventually customize the search interface and the output to their liking. Similarly, the statistical basis for summarizing research findings can be customized to a user’s preference and also updated as refinements in meta-analysis and other analytic techniques are brought forth. Indeed, future research papers might be incredibly interactive, where the main text is relatively fixed in place, and the findings and conclusions are free to vary to accommodate newly accumulated evidence. Generalizability and theoretical refinements can then be addressed almost as quickly as the studies themselves are published.

Critically, as is worth repeating, it is important that users acknowledge that the metaBUS platform is primarily a search engine—a supplement and not a replacement for conducting a thorough systematic review. Indeed, until every single relevant research finding for any intended query is curated accurately (unlikely to occur, especially given that some findings are not obtainable), the set of returned results will always be a subsample of the population of studies, calling for the application of elbow grease to extend and refine the data yielded from the metaBUS platform. Even experts can disagree on whether any set of empirical results reflect an accurate depiction of the entire population or a target population of interest. This is a fundamental challenge for investigators and for science itself, often discussed as the problem of induction (Steel, Kam-meyer-Mueller, & Paterson, 2015). In other words, the purpose of a search engine is to conduct queries on a corpus of information to return a narrowed set of potentially relevant results that inspire additional reflection, refinement, and searching. Indeed, even the best search engines on earth (e.g., Google) return irrelevant results and omit relevant ones. The search output will always be limited by the scope and quality of the input, and the care taken by users to run appropriate search queries.

**Future Research Directions**

At present, we have three challenges before us, and these are the same three we have already addressed here. To enable a search engine of science, we first need to continue improving the field-level taxonomy, which will necessarily shift as the metaBUS project explores adjacent scientific fields. For instance, the marketing and strategic management fields have their own terminology and inevitably suffer from the same jingle-jangle problem as we find in I-O psychology. Although adjacent fields will benefit from overlapping content, coding the content to discover and define this overlap in a systematic manner is hardly a small endeavor.

Second, articles from adjacent fields need to be curated through an intensive effort of coding the massive backlog of studies. Ideally, the relevant effect sizes and associated data for coding would be curated back to each journal’s first article, perhaps as far back as the first article of the Philosophical Journal of the Royal Society, or to articles following Galton’s or Pearson’s genesis of the correlation coefficient. A decision point might be to first go “wide,” back 20 years across most journals; then to go “siloed” in capturing effects comprehensively within specific domains of importance; then to go “deep” into all years across journals of importance. This effort could further incorporate the “grey literature” of unpublished theses and conference papers, articles from every written language, and hard-to-code results, such as those needing transformation to a correlation metric (e.g., t statistics) or psychometric adjustments (e.g., for direct or incidental range restriction). Further, content could be coded in greater depth, considering possible moderators that extend beyond easiest-to-code ones, such as the exact version of an assessment or test used, of which there are often minor adjustments or slight refinements to note as well (e.g., length of scale, anchor points), or whether the research received grant funding (e.g., Field et al., 2015). After all of this, redundant coding to eliminate coding errors would be extremely beneficial, whether through double coding, crowdsourcing, or some other means.

Third, the current metaBUS effort is solely focused on correlational effect size as the target effect size. One might eventually intend to expand to include effects more naturally expressed as d values (e.g., from experimental designs) or other common standardized effect sizes, allowing the creation of benchmarks and baselines as we have done for correlations (Bosco et al., 2015). It will be possible then to create rough norms on demand within a domain, which could be refined by demographics, time span, and other characteristics to determine whether or not these characteristics make an empirical difference. The expansion to experimental effect sizes will be somewhat daunting given the need to develop coding guides and templates for the different ranges of interventions and treatments, field by field (Wilson, 2009). However, the benefit from coding experi-
ments would be similar to that from correlational studies: an immense yield of knowledge created from being able to compare instantly across multiple different conditions or treatments that have already been examined. Also, the inclusion of regression analyses, which economics almost exclusively adopts, can also be accommodated (Stanley & Doucouliagos, 2012) but would require exceedingly expert coders and an incredibly large database. Note that there seems to be far less consistency across economic journals regarding how basic information, including sample size or degrees of freedom, is reported, let alone in the ability to locate studies that involve the same regression models.

Still, none of these future challenges are insurmountable. As metaBUS expands into adjacent fields, its taxonomic development will benefit from theoretical frameworks commonly adopted across studies (e.g., personality models of individual differences); yet as mentioned previously, the metaBUS taxonomy can also help reduce unnecessary redundancies in its development. The coding of articles is primarily hindered by the immense backlog of uncoded work. Looking to the future, once coding has caught up with the present, it would be immensely helpful if journal editors were to consider the requirement that to-be-published findings be included in the metaBUS database as a standardized part of the publishing process; standardized journal reporting might even lead to automatically populating the database.

CONCLUSION

Within approximately 5 years, the metaBUS team has developed protocols for curating applied psychology and related fields. The database has grown to become, to our knowledge, the largest collection of curated scientific findings (i.e., effect sizes, not raw data) in any scientific field. The end user of metaBUS, whether practitioner or academic, can obtain instant, up-to-date, and customized access to effect size information to meet any specific interest. For instance, one may compare their own situation, empirically and/or conceptually, to the past body of research located through metaBUS to gain rich insights that enhance understanding, decision making, and prediction. Perhaps most intriguing, metaBUS facilitates the science of science. It will be especially intriguing to see how others use the database, particularly in the realm of investigating the shape of our overall normological backbone.

Put simply, organizational researchers are still using the scientific equivalent of the Farmer’s Almanac during the Internet age. It is time we caught up.
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