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POLE ASSIGNMENT FOR A VIBRATING SYSTEM WITH AERODYNAMIC EFFECT∗

J. N. WANG†, S. H. CHOU‡, Y. C. CHEN§, AND W. W. LIN§

Abstract. This paper deals with a pole assignment problem by single-input state feedback control arising from a one-dimensional vibrating system with aerodynamic effect. On the practical side, we derive explicit formulae for the required controlling force terms, which can reassign part of the spectrum to the desired values while leaving the remaining spectrum unchanged. On the mathematical side, unlike the classical Sturm–Liouville problem, our eigenvalue problem is associated with a cubic pencil with unbounded operators as coefficients and has many interesting new features, one of which is that a new controllability condition appears. This condition together with the known controllability condition in the quadratic case are necessary and sufficient. This sheds light on the adjustment of the model parameters. We also analyze the spectrum of the associated noncompact operator and in particular show that the discrete spectrums of controlled and uncontrolled systems lie outside a closed interval on the negative real axis.
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1. Introduction. Consider a vibrating system whose displacement \( u = u(x, t) \) is governed by the initial boundary value problem

\[
\begin{align*}
\partial_x \left[ p_1(x) \partial_x u + p_2(x) W(\partial_x u) \right] - q(x) \partial^2_t u &= 0, \quad 0 < x < L, \ t > 0, \\
u(0, t) &= u(L, t) = 0,
\end{align*}
\]

(1.1)

with proper initial conditions, where \( p_1(x), p_2(x), \) and \( q(x) \) are real-valued positive functions, and \( W \) is an integral operator defined by

\[
Wv(x, t) = \rho v + \rho \int_0^t e^{\omega(t-s)} v(x, s) ds
\]

(1.2)

for any complex-valued function \( v : [0, L] \times [0, \infty) \to \mathbb{C} \), where \( \rho \neq 0 \) and \( \omega \neq 0 \) are real constants. The function \( W(\partial_x u) \) is called the Wagner lift-growth buildup function accounting for some dynamic effect. If \( W \) is zero, we recover the familiar lateral vibrating string or longitudinal vibrating rod case, depending on the boundary conditions. The more general nonzero case, i.e., the vibrating system with aerodynamic effect incorporated, has its origin in a dynamic loads analysis system (DYLOFLEX) [1].

Applying (1.2) to (1.1) with \( v = \partial_x u \), multiplying (1.1) by \( e^{-\omega t} \), and then differentiating with respect to \( t \), we obtain the third order differential system

\[
\begin{align*}
\partial_x (\alpha(x) \partial_x u) + \partial_x (\beta(x) \partial_x \partial_t u) + \omega q(x) \partial^2_t u - q(x) \partial^3_t u &= 0, \\
u(0, t) &= u(L, t) = 0,
\end{align*}
\]

(1.3)
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where
\[ \begin{align*}
\alpha(x) &= (1 - \omega)pp_2(x) - \omega p_1(x), \\
\beta(x) &= p_1(x) + pp_2(x).
\end{align*} \tag{1.4} \]

To look for vibration modes, we substitute the form \( u(x, t) = \phi(x)e^{\lambda t}, \lambda \in \mathbb{C} \), into (1.3) and obtain the eigenvalue problem
\[ \mathcal{L}(x, D, \lambda)\phi := (\alpha(x)\phi')' + \lambda(\beta(x)\phi')' + \lambda^2\omega q(x)\phi - \lambda^3 q(x)\phi = 0, \tag{1.5} \]
where \( D = \frac{d^2}{dx^2} \). Unlike the classical Sturm–Liouville eigenvalue problem, this problem is cubic in \( \lambda \). To the best of our knowledge we have not seen such a formulation before. The main purpose of this paper is to study the pole assignment problem for (1.1), we first analyze its spectrum structure. Let the function \( \phi(x) \) in (1.4) be continuously differentiable and \( \phi(x) \neq 0 \) for all \( x \) in the interval \([0, L]\). For definiteness, we assume that \( \alpha \) is positive throughout the whole interval. The function \( \beta = \beta(x) > 0 \) is continuously differentiable. Then it is shown using the analytic Fredholm theorem [13] (cf. Theorem 3.3 and Remark 3.1) that the operator pencil \( \mathcal{L} \) has only discrete spectrum in \( \mathbb{C} \setminus E := E^c \), where
\[ E := \left[ -\max_{0 \leq x \leq L} \frac{\alpha(x)}{\beta(x)}, -\min_{0 \leq x \leq L} \frac{\alpha(x)}{\beta(x)} \right]. \tag{1.9} \]
Since the interval $E$ lies in the negative real axis, we are mainly concerned with relocating discrete spectrum or poles of (1.5) in $E^c \setminus (-\infty, 0)$. More precisely, let the discrete spectrum of $L$ in $E^c$ be $\{\lambda_1, \ldots, \lambda_\ell, \lambda_{\ell+1}, \ldots\}$ and the first $\ell$ poles $\{\lambda_1, \ldots, \lambda_\ell\}$ be distinct, closed under complex conjugation, and furthermore $\{\lambda_1, \ldots, \lambda_\ell\} \cap \{\lambda_{\ell+1}, \ldots\} = \emptyset$. Our goal is to replace $\{\lambda_1, \ldots, \lambda_\ell\}$ by $\{\mu_1, \ldots, \mu_\ell\}$, which is a conjugate set of distinct complex values in $E^c$, with $\{\mu_1, \ldots, \mu_\ell\} \cap \{\lambda_1, \lambda_2, \ldots\} = \emptyset$. It turns out under suitable controllability conditions that we can find explicitly the functions $f_1, f_2, g_1$, and $g_2$ so that $\{\lambda_1, \ldots, \lambda_\ell\}$ are replaced by $\{\mu_1, \ldots, \mu_\ell\}$ and other poles $\{\lambda_{\ell+1}, \lambda_{\ell+2}, \ldots\}$ remain unchanged. In Theorem 4.1, the reader can find the following formulae for the above functions with $\phi_j$ being the eigenfunction:

$$f_1(x) = q \sum_{j=1}^\ell \xi_j \phi_j,$$

$$f_2(x) = q \sum_{j=1}^\ell \xi_j \lambda_j \phi_j,$$

$$g_1(x) = \left(\frac{\beta}{p}\right) \sum_{j=1}^\ell \xi_j \phi_j',$$

$$g_2(x) = \left(\frac{q}{p}\right) \sum_{j=1}^\ell \xi_j \lambda_j^2 \phi_j,$$

where

$$\xi_j = \frac{\lambda_j - \mu_j}{\int_0^L b \phi_j dx} \prod_{r=1, r \neq j}^\ell \frac{\lambda_j - \mu_r}{\lambda_j - \lambda_r}$$

and

$$\int_0^L b \phi_j \neq 0 \quad (1.10)$$

for $j = 1, 2, \ldots, \ell$. Note that (1.10) can be seen as a continuous version of the usual controllability condition in the matrix (discrete) case (see, for example, [3]). However, unlike the matrix case, (1.10) alone does not guarantee that $\lambda_j$ is a controllable mode. As a matter of fact, for the continuous case, we need to define an additional controllability condition

$$\int_0^L q(x) \phi_j(x) \phi_j(x) dx + \int_0^L \beta(x) \phi_j(x) \phi_j(x) dx \neq 0 \quad (1.11)$$

for any $1 \leq j \leq \ell$. With the help of the two controllability conditions (1.10) and (1.11), we show in Theorem 4.2 that outside $E$ no extra discrete spectrum of $L_c$ are generated except those poled. That is, the discrete spectrum of $L_c$ in $E^c$ is precisely described by $\{\mu_1, \ldots, \mu_\ell, \lambda_{\ell+1}, \ldots\}$. To further refine the answer to the pole assignment problem for (1.1), we also prove that the essential spectrum of $L_c$ is identical to that of $L$, i.e., the essential spectrum of $L$ does not change in the course of state feedback control. This property is, roughly, due to the fact that $L_c$ is a compact perturbation of $L$. Finally, in order for the controlled system to be realizable, the functions $f_1, f_2, g_1$, and $g_2$ need to be real, which is shown in Theorem 4.4.
The pole assignment problem, which is concerned with assigning all eigenvalues to desired locations, is a well known and important problem in control theory. It has been extensively studied for the linear system with state or output feedback control. We refer to [16] for the detailed description of this problem and to [2] for the state-of-the-art numerical methods. Our problem here is a variant of the pole assignment problem called the *partial* pole assignment problem, which is concerned with assigning some eigenvalues to desired positions and keeping all other eigenvalues unchanged. The partial pole assignment is more practical than the pole assignment problem, especially for distributed parameter models where we encounter infinitely many eigenvalues. The most studied distributed parameter model in this respect is the vibrating system (see, for example, [10]). The partial pole assignment problem with state feedback control for the usual vibrating distributed parameter system has been considered in [5], [6], [7], [12]. It should be noted that systems in the matrix formulation can be treated as approximations of distributed parameter systems by finite-difference or finite-element methods. In this setting, the problem becomes finite-dimensional.

This paper is partly motivated by the article [12], which considered the partial pole assignment for the vibrating rod without aerodynamic effect ($W = 0$ in (1.1)). The resulting equation is a standard Sturm–Liouville type. Therefore, the spectrum consists of only the discrete spectrum (i.e., eigenvalues). In [12], an explicit solution to the partial pole assignment problem with suitable state feedback was constructed and the conditions under which this solution is unique were determined. Before [12], by the similar state feedback law, Russell [15] considered the (full) pole assignment for a class of hyperbolic distributed parameter control systems. Another motivation of this paper is the partial pole assignment problem for a discrete version of (1.1) [11]. In [11], we dealt with a cubic matrix pencil rather than an operator pencil. The similar pole assignment problem for the quadratic matrix pencil was studied in [3], [4].

In the presence of aerodynamic effect, the equation in (1.1) is a Volterra integrodifferential type. This type of equation also arises in modelling phenomena involving viscoelasticity. Our pole assignment method can be used to stabilize the vibrating system with aerodynamic effect by suitable state feedback control. From the perspective of the stabilization by state feedback control, some related results for Volterra integrodifferential equations were obtained in [8], where the authors considered exponential stabilization of an abstract linear Volterra integrodifferential equation in a Hilbert space

\[ u'' = -E_1Au(t) + E_2 \int_0^t k(t-s)Au(s)ds + f(t) \]

by a state feedback control given as

\[ f(t) = -C_0u(t) - C_1u'(t), \]

where $A$ is a positive semidefinite self-adjoint unbounded operator, $E_1, E_2$ are positive constants, and $C_0, C_1$ are bounded linear operators of finite rank. Here $k$ is a nonnegative, convex, and exponentially decreasing function with finite value at 0. Besides considering a simpler system and having different viewpoints from ours, [8] used techniques from semigroup theory. The similar problem was also considered in [9] with a slightly different system.

2. Elementary properties of the eigensystem. In this section, we will derive some general properties of the eigenstructure of (1.5). In mathematical formalism,
the cubic eigenvalue problem is to find a complex number \( \lambda \) and a complex function \( \phi \) such that

\[
\begin{align*}
(2.1) \quad & \mathcal{L}(\lambda)\phi = 0, \\
(2.2) \quad & \phi(0) = \phi(L) = 0.
\end{align*}
\]

Assume for the time being that the eigenpairs \((2.1)\) and \((2.2)\) exist and that the eigenmodes are \(C^1\) functions.

**Theorem 2.1** (dimension of eigenspace). Let \( \lambda \) be an eigenvalue of \((1.5)\). Then the dimension of the eigenspace corresponding to \( \lambda \) is one, provided \((\alpha(x) + \lambda \beta(x)) \neq 0\) identically.

**Proof.** Let \( \{\lambda, \phi\} \) and \( \{\lambda, \psi\} \) be eigenpairs of the eigenvalue problem \((1.5)\), where \( \phi \) and \( \psi \) are smooth. Then we have

\[
\begin{align*}
(2.3) \quad & \mathcal{L}\phi = (\alpha(x)\phi')' + \lambda(\beta(x)\phi')' + \lambda^2\omega q(x)\phi - \lambda^3 q(x)\phi = 0, \\
(2.4) \quad & \mathcal{L}\psi = (\alpha(x)\psi')' + \lambda(\beta(x)\psi')' + \lambda^2\omega q(x)\psi - \lambda^3 q(x)\psi = 0.
\end{align*}
\]

Subtracting \( \phi L\psi \) from \( \psi L\phi \), we get

\[
(\alpha(x)\phi')' + \lambda(\beta(x)\phi')' \psi - (\alpha(x)\psi')' \phi - \lambda(\beta(x)\psi')' \phi = 0,
\]

which implies

\[
\frac{d}{dx}((\alpha(x) + \lambda \beta(x))(\phi' \psi - \phi \psi')) = 0.
\]

Using the boundary conditions, we have

\[(\alpha(x) + \lambda \beta(x))(\phi' \psi - \phi \psi') = 0, \quad 0 < x < L.\]

Noting that \((\alpha(x) + \lambda \beta(x)) \neq 0\) and \( \phi \), and that \( \psi \) are continuously differentiable, we conclude that the Wronskian

\[
\phi' \psi - \phi \psi' = 0,
\]

and hence the functions \( \phi \) and \( \psi \) are dependent. This implies that the dimension of the eigenspace corresponding to \( \lambda \) is one. \( \square \)

**Theorem 2.2** (orthogonality relation). Given two complex functions \( f \) and \( g \), we define

\[
(2.5) \quad \langle f, g \rangle := \int_0^L f(x)g(x)dx.
\]

Let \( \{\lambda_m, \phi_m\} \) and \( \{\lambda_n, \phi_n\} \) be two distinct eigenpairs, i.e., \( \lambda_m \neq \lambda_n \). Then we have the following relation:

\[
(2.6) \quad (\lambda_m^2 + \lambda_m \lambda_n + \lambda_n^2) - \omega(\lambda_m + \lambda_n)\langle q \phi_m, \phi_n \rangle + \langle \beta \phi_m', \phi_n' \rangle = 0.
\]

**Proof.** Note that

\[
\begin{align*}
\mathcal{L}(\lambda_m)\phi_m &= (\alpha(x)\phi_m')' + \lambda_m(\beta(x)\phi_m')' + \lambda_m^2\omega q(x)\phi_m - \lambda_m^3 q(x)\phi_m = 0, \\
\mathcal{L}(\lambda_n)\phi_n &= (\alpha(x)\phi_n')' + \lambda_n(\beta(x)\phi_n')' + \lambda_n^2\omega q(x)\phi_n - \lambda_n^3 q(x)\phi_n = 0, \\
\phi_m(0) &= \phi_n(0) = \phi_m(L) = \phi_n(L) = 0.
\end{align*}
\]
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Then from the fact that
\[ \phi_n \mathcal{L}(\lambda_m) \phi_m - \phi_m \mathcal{L}(\lambda_n) \phi_n = 0, \]
we can deduce
\[ (\alpha(x) \phi'_m)^' \phi_n + \lambda_m (\beta(x) \phi'_m)^' \phi_n - (\alpha(x) \phi'_n)^' \phi_m - \lambda_n (\beta(x) \phi'_n)^' \phi_m + (\lambda^2_m - \lambda^2_n) \omega q(x) \phi_m \phi_n - (\lambda^3_m - \lambda^3_n) q(x) \phi_m \phi_n = 0, \]
\[ (2.7) \]
or equivalently
\[ \frac{d}{dx} (\alpha(x) (\phi'_m \phi_n - \phi'_n \phi_m)) + \frac{d}{dx} (\beta(x) (\lambda_m \phi'_m \phi_n - \lambda_n \phi'_n \phi_m)) - (\lambda_m - \lambda_n) \beta(x) \phi'_m \phi'_n + (\lambda^2_m - \lambda^2_n) \omega q(x) \phi_m \phi_n - (\lambda^3_m - \lambda^3_n) q(x) \phi_m \phi_n = 0. \]
\[ (2.8) \]
Now integrating over the interval \([0, L]\) leads to
\[ \int_0^L \frac{d}{dx} (\alpha(x) (\phi'_m \phi_n - \phi'_n \phi_m)) dx + \int_0^L \frac{d}{dx} (\beta(x) (\lambda_m \phi'_m \phi_n - \lambda_n \phi'_n \phi_m)) dx \]
\[ - \int_0^L (\lambda_m - \lambda_n) \beta(x) \phi'_m \phi'_n dx + \int_0^L (\lambda^2_m - \lambda^2_n) \omega q(x) \phi_m \phi_n dx \]
\[ - \int_0^L (\lambda^3_m - \lambda^3_n) q(x) \phi_m \phi_n dx = 0, \]
\[ (2.9) \]
which, upon using the boundary conditions and cancelling the nonzero common factor \(\lambda_m - \lambda_n\), gives
\[ (\lambda^2_m + \lambda_m \lambda_n + \lambda^2_n) \int_0^L q(x) \phi_m \phi_n dx + \int_0^L \beta(x) \phi'_m \phi'_n dx = 0. \]  
\[ \square \]

Note that the product in (2.5) is not really an inner product. Nevertheless we can think of (2.6) as an orthogonality relation for the eigenvalue system (1.5). From the proof we can view it as a generalization of Green’s identity in the Sturm–Liouville eigenvalue problem to the present cubic eigenvalue problem.

3. Analysis of the spectrum of \(\mathcal{L}\). Let us write down the operator pencil associated with (1.5):
\[ \mathcal{L}(x, D, \lambda) = P_0(x, D) + \lambda P_1(x, D) + \lambda^2 P_2(x, D) + \lambda^3 P_3(x, D), \]
where
\[ P_0(x, D) \phi = (\alpha(x) \phi')', \]
\[ P_1(x, D) \phi = (\beta(x) \phi')', \]
\[ P_2(x, D) \phi = \omega q(x) \phi, \]
\[ P_3(x, D) \phi = -q(x) \phi. \]
Recall that \(\alpha(x)\) and \(\beta(x)\) are positive \(C^1\) functions on the closure of \(\Omega := (0, L)\). In this section we want to analyze the spectrum structure of \(\mathcal{L}\) as an unbounded operator in \(L^2(\Omega)\) with domain \(\text{Dom}(\mathcal{L}) := H^2(\Omega) \cap H^1_0(\Omega) \subset L^2(\Omega)\) and range \(L^2(\Omega)\). We need a few definitions first.
**Definition 3.1.** We say that \( \lambda \in r(\mathcal{L}) \), the resolvent set of \( \mathcal{L} \), if \( \mathcal{L}^{-1}(\lambda) \) exists and is bounded on \( L^2(\Omega) \).

**Definition 3.2.** The set \( \sigma(\mathcal{L}) = \mathbb{C} \setminus r(\mathcal{L}) \) is called the spectrum of \( \mathcal{L} \). To further classify the spectrum of \( \mathcal{L} \), we define \( \lambda_0 \in \sigma_{\text{disc}}(\mathcal{L}) \), the discrete spectrum (eigenvalues) of \( \mathcal{L} \), if \( \lambda_0 \) is an isolated point of \( \sigma(\mathcal{L}) \) and the Laurent expansion of \( \mathcal{L}^{-1} \) near \( \lambda_0 \) can be written as

\[
\mathcal{L}^{-1}(\lambda) = \sum_{j=-k}^{\infty} A_j(\lambda - \lambda_0)^j,
\]

where \( 0 \leq k < \infty \) and the coefficients \( A_{-k}, \ldots, A_{-1} \) are all finite rank operators. The essential spectrum of \( \mathcal{L} \), denoted by \( \sigma_{\text{ess}}(\mathcal{L}) \), is defined by \( \sigma_{\text{ess}}(\mathcal{L}) = \sigma(\mathcal{L}) \setminus \sigma_{\text{disc}}(\mathcal{L}) \).

In other words, \( \mathcal{L}^{-1} \) is a meromorphic function in \( \mathbb{C} \setminus \sigma_{\text{ess}}(\mathcal{L}) \) and the coefficients of the negative terms in the Laurent expansion of \( \mathcal{L}^{-1} \) at the point in \( \sigma_{\text{disc}}(\mathcal{L}) \) are finite rank operators.

**Remark 3.1.** If we consider the operator pencil \( B = Q - \lambda \), where \( Q \) is a closed operator, then the definitions of \( \sigma_{\text{disc}}(B) \) and \( \sigma_{\text{ess}}(B) \) in Definition 3.2 agree with the usual ones defined, for example, in [14, p. 13, p. 108]. Moreover, any isolated point of \( \mathcal{L}(\lambda_0) \) is nontrivial. In fact, with the help of Theorem 2.1, the kernel of \( \mathcal{L}(\lambda_0) \) is one-dimensional whenever \( \lambda_0 \in E^c \), where \( E \) is as in (1.9).

To understand the structure of \( \sigma(\mathcal{L}) \), let us examine \( \sigma(\mathcal{A}) \), where

\[
\mathcal{A} = P_0 + \lambda P_1.
\]

Intuitively, \( \sigma(\mathcal{L}) \) and \( \sigma(\mathcal{A}) \) have similar structures except discrete points, since \( \mathcal{L} \), in some sense, can be treated as \( \mathcal{A} \) plus compact perturbations. Note that \( P_1^{-1} : L^2(\Omega) \to H^2(\Omega) \) is bounded. Since \( P_0 \) is self-adjoint, we have that \( P_0 P_1^{-1} : L^2(\Omega) \to L^2(\Omega) \) is a closed operator. Also, it is readily seen that \( \sigma_{\text{ess}}(\mathcal{A}) = \sigma_{\text{ess}}(P_0 P_1^{-1} + \lambda) \) and \( \sigma_{\text{disc}}(\mathcal{A}) = \sigma_{\text{disc}}(P_0 P_1^{-1} + \lambda) \). For consistency, here we have used the unconventional notation \( \sigma_{\text{ess}}(P_0 P_1^{-1} + \lambda) \) and \( \sigma_{\text{disc}}(P_0 P_1^{-1} + \lambda) \) to represent, respectively, the essential and discrete spectrum of \( P_0 P_1^{-1} \). In view of the assumptions on \( \alpha(x) \) and \( \beta(x) \) and the standard elliptic regularity theorem, we can see that \( \sigma(\mathcal{A}) \subseteq E \), where \( E \) is as in (1.5). Clearly, \( E \) is an interval in the negative real axis. We are now ready to give a of \( \sigma(\mathcal{L}) \).

**Theorem 3.3.** Let \( \alpha(x), \beta(x) \) satisfy the assumptions as stated and \( \eta(x) \in L^\infty(\Omega) \). Then the operator pencil \( \mathcal{L} \) has only discrete spectrum in \( \mathbb{C} \setminus \sigma(\mathcal{A}) \).

**Proof.** If \( \lambda \notin \sigma(\mathcal{A}) \), then \( \mathcal{L}^{-1} \) exists if and only if \( (I + (\lambda^2 P_2 + \lambda^3 P_3) A^{-1})^{-1} \) exists. Observe that

\[
(\lambda^2 P_2 + \lambda^3 P_3) A^{-1} = (\lambda^2 P_2 + \lambda^3 P_3) P_1^{-1} P_0 P_1^{-1} + \lambda)^{-1}
\]

is compact for all \( \lambda \notin \sigma(\mathcal{A}) \) and is an analytic operator-valued function of \( \lambda \) in \( \mathbb{C} \setminus \sigma(\mathcal{A}) \). In addition, we can check that \( (I + (\lambda^2 P_2 + \lambda^3 P_3) A^{-1})^{-1} \) exists at \( 0 \in \mathbb{C} \setminus \sigma(\mathcal{A}) \). Now by the analytic Fredholm theorem [13, p. 201], we conclude that there exists a set of discrete points \( S \) in \( \mathbb{C} \setminus \sigma(\mathcal{A}) \) such that \( (I + (\lambda^2 P_2 + \lambda^3 P_3) A^{-1})^{-1} \) exists in \( \mathbb{C} \setminus \sigma(\mathcal{A}) \) and the coefficients of the negative terms in the Laurent expansion of \( (I + (\lambda^2 P_2 + \lambda^3 P_3) A^{-1})^{-1} \) at \( \lambda_0 \in S \) are finite rank operators. In other words, points in \( S \) belong to \( \sigma_{\text{disc}}(\mathcal{L}) \). \( \square \)
Remark 3.2. It follows from Theorem 3.3 that $\mathcal{L}$ has only discrete spectrum in $E^c$.

Next, we want to discuss the essential spectrum of $\mathcal{L}$. It turns out that $\sigma_{\text{ess}}(\mathcal{L})$ and $\sigma_{\text{ess}}(\mathcal{A})$ are equal.

Theorem 3.4.

$$\sigma_{\text{ess}}(\mathcal{L}) = \sigma_{\text{ess}}(\mathcal{A}).$$

Proof. Notice that the operator

$$\Phi(\lambda) := (\mathcal{L} - \mathcal{A})^{-1} = (\lambda^2 p_2 + \lambda^3 p_3) P_1^{-1} (P_0 P_1^{-1} + \lambda)^{-1}$$

is compact and analytic in $\mathbb{C} \setminus \sigma(\mathcal{A})$. Now if $\lambda \in \mathbb{C} \setminus \sigma(\mathcal{A})$, we can see that $\mathcal{L}^{-1}$ exists if and only if $(I + \Phi(\lambda))^{-1}$ exists. Obviously, $0 \in \mathbb{C} \setminus \sigma_{\text{ess}}(\mathcal{A})$ and $(I + \Phi(0))^{-1} = I$ exists. Recall that $(P_0 P_1^{-1} + \lambda)^{-1}$ is a meromorphic function in $\mathbb{C} \setminus \sigma_{\text{ess}}(\mathcal{A})$ with finite rank residues at points in $\sigma_{\text{disc}}(\mathcal{A})$. Hence, the operator $\Phi(\lambda)$ is compact for all $\lambda \in \mathbb{C} \setminus \sigma_{\text{ess}}(\mathcal{A})$ and meromorphic in $\mathbb{C} \setminus \sigma_{\text{ess}}(\mathcal{A})$ with finite rank residues at points in $\sigma_{\text{disc}}(\mathcal{A})$. Now, by the meromorphic Fredholm theorem [14, p. 107], there exists a set of discrete points $S$ such that $(I + \Phi(\lambda))^{-1}$ is meromorphic in $\mathbb{C} \setminus \sigma_{\text{ess}}(\mathcal{A})$ with finite rank residues at points in $S'$. In other words, $\mathcal{L}$ has only discrete spectrum in $\mathbb{C} \setminus \sigma_{\text{ess}}(\mathcal{A})$. Therefore, we conclude that $\sigma_{\text{ess}}(\mathcal{L}) \subseteq \sigma_{\text{ess}}(\mathcal{A})$. Conversely, by exchanging the roles of $\mathcal{L}$ and $\mathcal{A}$ and going over the same argument, we can show that $\sigma_{\text{ess}}(\mathcal{A}) \subseteq \sigma_{\text{ess}}(\mathcal{L})$. □

4. Pole assignment. In this section we focus mainly on the method for replacing some particular poles of $\mathcal{L}$ in $E^c$ with the prescribed poles while keeping the others in $E^c$ unchanged. In other words, the whole concept is to determine a control force required to do such a job. We have shown that $\mathcal{L}$ has only discrete spectrum in $E^c$ and the kernel of $\mathcal{L}$ at this discrete spectrum is one-dimensional. Therefore, we will call $(\lambda, \phi)$ an eigenpair of $\mathcal{L}$ whenever $\mathcal{L}(\lambda)\phi = 0$ for $\lambda \in E^c$. Suppose that $b(x)$ is a real control function, and $w(t)$ is a control force being applied to (1.1). Let $v(x, t)$ be the response of the controlled system. For our study, we take the control force $w(t)$ of the form

$$w(t) = \int_0^L [f_1(x) \partial_t v(x, t) + f_2(x) v(x, t) + g_1(x) \tilde{W}(\partial_x v)(x, t) + g_2(x) \tilde{W}(v)(x, t)] dx,$$

where

$$(4.1) \quad \tilde{W}(v)(x, t) = \rho \int_0^t e^{\omega(t-s)} v(x, s) ds.$$

(We use $\tilde{W}$, since the first term $\rho$ in the function $W$ has been absorbed into other terms.) Thus, the controlled system is expressed as

$$\partial_t[p_1(x) \partial_x v + p_2(x) W(\partial_x v)] - q(x) \partial_v^2 v = b(x) \int_0^L [f_1(x) v + f_2(x) \partial_t v + g_1(x) \tilde{W}(\partial_x v) + g_2(x) \tilde{W}(v)] dx,$$

$$(4.2) \quad v(0, t) = v(L, t) = 0.$$
Simplifying (4.2) as done previously for the free system and letting \(v(x,t) = \psi(x)e^{\lambda t}\) yields

\[
\mathcal{L}_c(\lambda)\psi := (\alpha(x)\psi')' + \lambda(\beta(x)\psi')' + \lambda^2\omega q(x)\psi - \lambda^3 q(x)\psi - b \int_0^L [\lambda(\alpha f_1 + f_2)\psi - \omega(\lambda f_1 + f_2)\psi + \rho \phi_1\psi' + \rho \phi_2]\psi \, dx = 0,
\]

(4.3) \(\psi(0,t) = \psi(L,t) = 0\).

Here we restate that \(\alpha(x)\) and \(\beta(x)\) belong to \(C^1(\bar{\Omega})\), and \(q(x)\) is in \(L^\infty(\Omega)\).

Before we begin, we would like to do some simple adjustments and arrangements. Let \(\{\lambda_1, \lambda_2, \ldots\} = \sigma_{\text{disc}}(\mathcal{L}) \setminus E\) with associated eigenvectors \(\{\phi_1, \phi_2, \ldots\}\) and let the first \(\ell\) discrete spectrum \(\{\lambda_1, \ldots, \lambda_\ell\}\) satisfy \(\{\lambda_1, \ldots, \lambda_\ell\} \cap \{\lambda_{\ell+1}, \lambda_{\ell+2}, \ldots\} = \emptyset\). Now we will show how to obtain the control force \(w(t)\), which assigns poles \(\{\lambda_1, \ldots, \lambda_\ell\}\) of \(\mathcal{L}\) to prescribed values (still lying in \(E^c\)) while leaving the other poles in \(E^c\) unchanged. More precisely, let \(\{\mu_1, \ldots, \mu_{\ell}\}\) be in \(E^c\) with \(\{\mu_1, \ldots, \mu_{\ell}\} \cap \{\lambda_1, \lambda_2, \ldots\} = \emptyset\). Then we wish to find \(f_1(x), f_2(x), g_1(x)\), and \(g_2(x)\) in (4.3) such that \(\{\mu_1, \ldots, \mu_{\ell}, \lambda_{\ell+1}, \ldots\} = \sigma_{\text{disc}}(\mathcal{L}_c) \setminus E\).

**Theorem 4.1.** Let \(b(x) \in L^2(\Omega)\) satisfy

\[
\int_0^L b \phi_j \, dx = \langle b, \phi_j \rangle \neq 0 \quad \text{for} \quad j = 1, 2, \ldots, \ell.
\]

Assume that \(\{\lambda_1, \ldots, \lambda_\ell\}\) has distinct elements and so does \(\{\mu_1, \ldots, \mu_{\ell}\}\). Let the following functions be defined:

\[
f_1(x) := q \sum_{j=1}^\ell \xi_j \phi_j,
\]

\[
f_2(x) := q \sum_{j=1}^\ell \xi_j \lambda_j \phi_j,
\]

\[
g_1(x) := \left(\frac{\beta}{\rho}\right) \sum_{j=1}^\ell \xi_j \phi_j,
\]

\[
g_2(x) := \left(\frac{\beta}{\rho}\right) \sum_{j=1}^\ell \xi_j \lambda_j^2 \phi_j,
\]

(4.5)

where

\[
\xi_j = \frac{\lambda_j - \mu_j}{\langle b, \phi_j \rangle} \prod_{r=1, r \neq j}^\ell \frac{\lambda_j - \mu_r}{\lambda_j - \lambda_r}, \quad j = 1, 2, \ldots, \ell.
\]

(4.6)

Then we have that

(i) \(\sigma_{\text{ess}}(\mathcal{L}_c) = \sigma_{\text{ess}}(\mathcal{L})\) and \(\mathcal{L}_c\) has only discrete spectrum in \(E^c\),
(ii) \(\{\mu_1, \ldots, \mu_{\ell}, \lambda_{\ell+1}, \ldots\} \subset \sigma_{\text{disc}}(\mathcal{L}_c) \setminus E\).

**Proof.** (i) Since \(\alpha(x), \beta(x) \in C^1(\bar{\Omega})\) and \(q(x) \in L^\infty(\Omega)\), we get from the elliptic regularity theorem that \(\phi_j \in H^2(\Omega) \cap H^1_0(\Omega)\). Using the integration by parts in the
integral term \( \int_0^L \rho g_1 \psi' dx \) of (4.3), we obtain that

\[
\begin{align*}
  b \int_0^L [\lambda (\lambda f_1 + f_2) \psi - \omega (\lambda f_1 + f_2) \psi + \rho g_1 \psi'] dx \\
  = b \int_0^L \{ \lambda (\lambda f_1 + f_2) - \omega (\lambda f_1 + f_2) - \rho g_1' + \rho g_2 \} \psi dx \\
  := G(\lambda)\psi(x).
\end{align*}
\]

It is clear that \( G(\lambda) \) is an integral operator depending on \( \lambda \) analytically. In view of (4.5) and the fact that \( b \in L^2(\Omega) \), we have that \( G(\lambda) \) is a Hilbert–Schmidt operator on \( L^2(\Omega) \) and hence compact. Going over the proofs of Theorems 3.3 and 3.4 once again, we immediately conclude that \( L_c \) has only discrete spectrum in \( E^c \) and \( \sigma_{ess}(L_c) = \sigma_{ess}(A) = \sigma_{ess}(\mathcal{L}) \).

(ii) We first show that with (4.5), for each \( k \geq \ell + 1 \), the eigenpair \( \{ \lambda_k, \phi_k \} \) of \( \mathcal{L} \) satisfies \( L_c(\lambda_k)\phi_k = 0 \). The idea is simply to show that the control term in (4.3) is zero when \( \lambda \) is replaced by any \( \lambda_k, k \geq \ell + 1 \). Clearly,

\[
(\alpha \phi_k)' + \lambda_k (\beta \phi_k)' + \lambda_k^2 \omega q \phi_k - \lambda_k^3 q \phi_k
\]

\[
- b \int_0^L \lambda_k (\lambda_k f_1 + f_2) \phi_k - \omega (\lambda_k f_1 + f_2) \phi_k + \rho g_1 \phi_k' + \rho g_2 \phi_k dx
\]

\[
= - b \int_0^L \lambda_k (\lambda_k f_1 + f_2) \phi_k - \omega (\lambda_k f_1 + f_2) \phi_k + \rho g_1 \phi_k' + \rho g_2 \phi_k dx
\]

\[
= - b \sum_{i=1}^\ell \xi_i \{ (\lambda_k^2 + \lambda_k \lambda_i + \lambda_i^2) - \omega (\lambda_k + \lambda_i) \langle q \phi_k, \phi_i \rangle + \langle \beta \phi_k', \phi_i' \rangle \}.
\]

By the orthogonality relation (2.6) we then conclude that \( L_c(\lambda_k)\phi_k = 0 \), i.e., \( \lambda_k \in \sigma_{disc}(L_c) \).

Now suppose that \( \{ \mu_k, \chi_k \} \) is the solution of the system

\[
(\alpha \chi_k)' + \mu_k (\beta \chi_k)' + \mu_k^2 \omega q \chi_k - \mu_k^3 q \chi_k = b,
\]

\[
\chi_k(0) = \chi_k(L) = \chi_k(0), \quad 1 \leq k \leq \ell,
\]

(4.7)

for \( 1 \leq k \leq \ell \). The existence of the solution is guaranteed by the fact that \( \mu_k \in r(\mathcal{L}) \) for all \( k \) and \( b \in L^2(\Omega) \). We will now show that \( L_c(\mu_k)\chi_k = 0 \) for all \( 1 \leq k \leq \ell \). First we consider the following:

\[
(\alpha \phi_j)' + \mu_j (\beta \phi_j)' + \mu_j^2 \omega q \phi_j - \mu_j^3 q \phi_j = b,
\]

\[
\phi_j(0) = \phi_j(L) = 0, \quad 1 \leq j \leq \ell.
\]

(4.8)

and

\[
(\alpha \phi_j)' + \lambda_j (\beta \phi_j)' + \lambda_j^2 \omega q \phi_j - \lambda_j^3 q \phi_j = 0,
\]

\[
\phi_j(0) = \phi_j(L) = 0, \quad 1 \leq j \leq \ell.
\]

(4.9)

Multiplying (4.8) by \( \phi_j \) and subtracting from it the quantity (4.9) times \( \chi_k \), we get, on the one hand,

\[
(\lambda_j - \mu_k) \langle \beta \chi_k, \phi_j' \rangle + (\mu_k^2 - \lambda_j^2) \omega q \langle \chi_k, \phi_j \rangle
\]

\[
- (\mu_k^3 - \lambda_j^3) \langle q \chi_k, \phi_j \rangle = (b, \phi_j).
\]

(4.10)
On the other hand, let $\mu \in \mathbb{C}$ and $\psi : [0, L] \to \mathbb{C}$, and define

$$F(\mu, \psi) := \int_0^L \mu(\mu f_1 + f_2)\psi - \omega(\mu f_1 + f_2)\psi + \rho g_1\psi' + \rho g_2\psi dx$$

$$= \sum_{j=1}^{\ell} \xi_j [\langle \beta \psi', \phi_j' \rangle - (\mu + \lambda_j)\omega \langle q\psi, \phi_j \rangle$$

$$+ (\lambda_j^2 + \mu \lambda_j + \mu^2) \langle q\psi, \phi_j \rangle].$$

Here in the notation we suppress the dependence of $F$ on $\phi_j$’s.

By writing

$$\xi_j = \frac{(\lambda_j - \mu_j)}{\langle b, \phi_j \rangle} \prod_{r=1, r \neq j}^{\ell} \frac{\lambda_j - \mu_r}{\lambda_j - \lambda_r}$$

$$= (\lambda_j - \mu_k) \left( \frac{\prod_{r=1, r \neq k}^{\ell} (\lambda_j - \mu_r)}{\prod_{r=1, r \neq j}^{\ell} (\lambda_j - \lambda_r)} \right) \left( \frac{1}{\langle b, \phi_j \rangle} \right),$$

we obtain

$$F(\mu_k, \psi) = \sum_{j=1}^{\ell} \left( \frac{\prod_{r=1, r \neq k}^{\ell} (\lambda_j - \mu_r)}{\prod_{r=1, r \neq j}^{\ell} (\lambda_j - \lambda_r)} \right) \left( \frac{1}{\langle b, \phi_j \rangle} \right)$$

$$\times [\langle \mu_k \beta \psi', \phi_j' \rangle + (\mu_k^2 - \lambda^2_k) \omega \langle q\psi, \phi_j \rangle$$

$$- (\lambda_j^2 - \mu_k^2) \langle q\psi, \phi_j \rangle].$$

Let us check the validity of the equation

$$(\alpha \chi_k')' + \mu_k (\beta \chi_k')' + \mu_k^2 \omega q\chi_k - \mu_k^3 q\chi_k - bF(\mu_k, \chi_k) = 0 \quad (4.14)$$

Using (4.8), (4.10), and (4.12), we see that the left-hand side of (4.14) is

$$b - b \left\{ \sum_{j=1}^{\ell} \frac{\prod_{r=1, r \neq k}^{\ell} (\lambda_j - \mu_r)}{\prod_{r=1, r \neq j}^{\ell} (\lambda_j - \lambda_r)} \right\} = 0, \quad 1 \leq k \leq \ell,$$

where we used an identity from [3]: for any $1 \leq k \leq \ell$,

$$\sum_{j=1}^{\ell} \frac{\prod_{r=1, r \neq k}^{\ell} (\lambda_j - \mu_r)}{\prod_{r=1, r \neq j}^{\ell} (\lambda_j - \lambda_r)} = 1.$$

This completes the proof of (ii).  

Next we want to show that the discrete spectrum of $\mathcal{L}_c$ in $E^c$ is precisely given by 

$\{\mu_1, \ldots, \mu_\ell, \lambda_{\ell+1}, \ldots, \}$. That is, no new extra discrete spectrum occurs in $E^c$ except those prescribed.

**Theorem 4.2.** Let $f_1$, $f_2$, $g_1$, and $g_2$ be defined as in (4.5) and (4.6), and the assumptions of Theorem 4.1 hold. Moreover, assume that $(\lambda_k, \phi_k)$ satisfies

$$(3\lambda_k^2 - 2\omega \lambda_k) \langle q\phi_k, \phi_k \rangle + \langle \beta \phi_k', \phi_k' \rangle \neq 0 \quad (4.15)$$
for $1 \leq k \leq \ell$. Then the discrete spectrum of $L_c$ in $E^c$ is precisely given by \{\mu_1, \ldots, \mu_\ell, \lambda_{\ell+1}, \ldots\}, i.e.,

$$\{\mu_1, \ldots, \mu_\ell, \lambda_{\ell+1}, \ldots\} = \sigma_{\text{disc}}(L_c) \setminus E.$$  

**Proof.** The previous theorem shows that

$$\{\mu_1, \ldots, \mu_\ell, \lambda_{\ell+1}, \ldots\} \subset \sigma_{\text{disc}}(L_c) \setminus E.$$  

Here, we only need to prove the opposite inclusion.

We first claim that \{\lambda_1, \ldots, \lambda_{\ell}\} \not\in \sigma_{\text{disc}}(L_c) \setminus E. Equivalently, those poles will not show up again. To begin, we show that $L_c(\lambda_k)\phi_k \neq 0$ for $1 \leq k \leq \ell$. In fact, since \{\lambda_k, \phi_k\} is an eigenpair of $L$, we have that

$$L_c(\lambda_k)\phi_k = L(\lambda_k)\phi_k - b(x)F(\lambda_k, \phi_k) \quad = -b(x)F(\lambda_k, \phi_k).$$

By virtue of (4.11) and the orthogonality relation, we can see that

$$F(\lambda_k, \phi_k) = \xi_k\{(3\lambda_k^2 - 2\omega\lambda_k)\langle q\phi_k, \phi_k \rangle + \langle \beta\phi_k, \phi_k \rangle\}.$$  

It is clear that $\xi_k \neq 0$ and, therefore, $F(\lambda_k, \phi_k) \neq 0$ by the condition (4.15).

Next, we claim $L_c(\lambda_k)\psi \neq 0$ for $1 \leq k \leq \ell$ if $\psi$ and $\phi_k$ are linearly independent. In fact, since the dimension of the eigenspace of $L$ is one, we have $L(\lambda_k)\psi \neq 0$. Suppose, on the contrary, $0 = L_c(\lambda_k)\psi = L(\lambda_k)\psi - b(x)F(\lambda_k, \psi)$. On the one hand,

$$0 = \langle \psi, L(\lambda_k)\phi_k \rangle = \langle L(\lambda_k)\psi, \phi_k \rangle$$  

$$= b\langle L(\lambda_k, \psi), \phi \rangle = F(\lambda_k, \psi)(b, \phi_k).$$

But in view of (4.4), this leads to $F(\lambda_k, \psi) = 0$, and hence $0 = L(\lambda_k)\psi$, a contradiction.

Finally we show that if $\mu \not\in \{\lambda_1, \lambda_2, \ldots\} \cup \{\mu_1, \ldots, \mu_\ell\}$ and $\mu \not\in E$, then $\mu \not\in \sigma_{\text{disc}}(L_c) \setminus E$. We will use a contradiction. Suppose that $\{\mu, \phi\}$ is an eigenpair of $L_c$. Thus

$$0 = L_c(\mu)\phi \quad = L(\mu)\phi - b(x)C,$$

where the constant $C = F(\mu, \phi)$. Note that $C \neq 0$; otherwise $\mu \in \sigma_{\text{disc}}(L) \setminus E$. By normalization, we can find $\{\mu, \psi\}$, where $\psi = \frac{1}{C}\phi$, so that

$$L(\mu)\psi = b.$$  

Now we can compute $F(\mu, \psi)$ as we did for $F(\mu_k, \psi)$ going from (4.8) to (4.13), and hence

$$0 = L_c(\mu)\psi \quad = L(\mu)\psi - b(x)F(\mu, \psi) \quad = b - bF(\mu, \psi) \quad = b - bF(\mu, \psi) \quad = b\left[1 - \sum_{j=1}^{\ell} \frac{1}{\lambda_j - \mu} \prod_{r=1, r \neq j}^{\ell}(\lambda_j - \lambda_r)\right] \quad \neq 0,$$
which is a contradiction since the bracketed term can be transformed into a polynomial of degree \( \ell \) in \( \mu \) and \( \mu_1, \ldots, \mu_\ell \) have been used up as the \( \ell \) roots. This completes the proof. \( \square \)

In view of the above, conditions (4.4) and (4.15) can be legitimately called the controllability conditions. We now show that if either one of (4.4) and (4.15) is violated, then the mode \( \lambda_j \) cannot be relocated by our designed control force, where \( 1 \leq j \leq \ell \).

**Theorem 4.3.** For any \( 1 \leq j \leq \ell \), let \((\lambda_j, \phi_j)\) satisfy either \( \langle b, \phi_j \rangle = 0 \) or \((3\lambda_j^2 - 2\omega_j)\langle q\phi_j, \phi_j \rangle + \langle \beta\phi_j', \phi_j' \rangle = 0 \). Then \( \lambda_j \in \sigma_{\text{disc}}(L_c) \), with \( f_1, f_2, g_1, \) and \( g_2 \) of \( L_c \) being given in (4.5) and (4.6).

**Proof.** From the proof of Theorem 4.2, we immediately see that \( L_c(\lambda_j)\phi_j = 0 \) if \((3\lambda_j^2 - 2\omega_j)\langle q\phi_j, \phi_j \rangle + \langle \beta\phi_j', \phi_j' \rangle = 0 \). Now we assume that \( \langle b, \phi_j \rangle = 0 \). In view of the form of \( L_c \), we have \( \langle L_c(\lambda_j)\psi, \phi_j \rangle = 0 \) for any \( \psi \in H^2(\Omega) \cap H^1_0(\Omega) \), which implies that \( L_c(\lambda_j) \) is not invertible. For, if \( L_c(\lambda_j)^{-1} \) exists, then we can find a \( \psi_j \in H^2(\Omega) \cap H^1_0(\Omega) \) such that \( L_c(\lambda_j)\psi_j = \phi_j \) and therefore \( \langle L_c(\lambda_j)\psi_j, \phi_j \rangle \neq 0 \). Since \( L_c \) has only discrete spectrum in \( E^c \), \( \lambda_j \) must be in \( \sigma_{\text{disc}}(L_c) \). \( \square \)

Finally, in order for the control to be realizable, we need to show that \( f_1, f_2, g_1, \) and \( g_2 \) are real functions.

**Theorem 4.4.** Assume that both sets \( \{\lambda_1, \ldots, \lambda_\ell\} \) and \( \{\mu_1, \ldots, \mu_\ell\} \) are closed under complex conjugation. Then the functions \( f_1, f_2, g_1, \) and \( g_2 \) are real functions.

**Proof.** Rewriting \( \xi_j \) yields

\[
\xi_j = \frac{\lambda_j - \mu_j}{\langle b, \phi_j \rangle} \prod_{r=1, r \neq j}^{\ell} \frac{\lambda_j - \mu_r}{\lambda_j - \lambda_r} = \frac{\prod_{r=1}^{\ell} (\lambda_j - \mu_r)}{\langle b, \phi_j \rangle \prod_{r=1, r \neq j}^{\ell} (\lambda_j - \lambda_r)}.
\]

Therefore, if \( \lambda_j \) is real and its associated eigenfunction \( \phi_j \) is also real, then \( \bar{\xi}_j = \xi_j \), i.e., \( \xi_j \) is real. Now assume that \( \lambda_j \) and \( \lambda_{j+1} \) are a conjugate pair and their eigenfunctions satisfy \( \phi_j = \bar{\phi}_j \). Then we can see that

\[
\xi_{j+1} = \frac{\prod_{r=1}^{\ell} (\lambda_{j+1} - \mu_r)}{\langle b, \phi_{j+1} \rangle \prod_{r=1, r \neq j+1}^{\ell} (\lambda_{j+1} - \lambda_r)} = \frac{\prod_{r=1}^{\ell} (\lambda_j - \mu_r)}{\langle b, \bar{\phi}_j \rangle \prod_{r=1, r \neq j}^{\ell} (\lambda_j - \lambda_r)} = \bar{\xi}_j.
\]

Thus, for \( f_1 \), we have that

\[
\bar{f} = q \sum_{j=1}^{\ell} \xi_j \bar{\phi}_j = q \sum_{j=1}^{\ell} \xi_j \phi_j = f_1,
\]

i.e., \( f_1 \) is real. Similarly, we can prove that \( f_2, g_1, \) and \( g_2 \) are real. \( \square \)
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